We consider the enumeration problem of monadic second-order (MSO) queries with first-order free variables over trees. In [Bagan 2006] it was shown that this problem is in $\text{CONSTANT-DELAY}_{\text{lin}}$. An enumeration problem belongs to $\text{CONSTANT-DELAY}_{\text{lin}}$ if for an input structure of size $n$ it can be solved by:

— an $O(n)$ precomputation phase building an index structure,
— followed by a phase enumerating the answers with no repetition and a constant delay between two consecutive outputs.

In this article we give a different proof of this result based on the deterministic factorization forest decomposition theorem of Colcombet [Colcombet 2007].
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1. INTRODUCTION.

Model checking is the problem of testing whether a given sentence is true in a given model. It is a classical problem in many areas of computer science, in particular in verification. When the formula is no longer a sentence but has free variables, then we are faced with the query evaluation problem. In this case the goal is to compute all the answers of a given query on a given database.

As for model checking, query evaluation is a problem often requiring a time at least exponential in the size of the query. Even worse, the evaluation often requires a time of the form $n^{O(k)}$, where $n$ is the size of the database and $k$ the size of the query. This is dramatic, even for small $k$, when the database is huge.

However, there are restrictions on the structures that make things easier. For instance a first-order (FO) sentence can be tested in time linear in $n$ on structures of bounded degree [Seese 1996]. Here and in the sequel, the constant factors depend on the formula (in this case it is triply exponential in the size of the formula). Similarly, still over structures of bounded degree, an FO query can be evaluated in time linear in $n + m$, where $m$ is the size of the output of the query [Frick and Grohe 2004]. Note that if the query has $r$ variables, $m$ could be up to $n^r$, in particular exponential in $r$, and hence in the size of the formula. Another example of particular interest for this paper is that MSO sentences can be tested in time linear in $n$ over structures of bounded tree-width [Courcelle 1990] and MSO queries can be evaluated in time linear in $n + m$, where $m$ is the size of the output of the query [Flum et al. 2002].

As the size $m$ of the output may be large (possibly exponential in the size of the query), in many
applications enumerating all the answers may already consume too many of the allowed resources. In this case it may be appropriate to first output a small subset of the answers and then, on demand, output a subsequent small number of answers and so on until all possible answers have been exhausted. To make this even more attractive it is preferable to be able to minimize the time necessary to output the first answers and, from a given set of answers, also minimize the time necessary to output the next set of answers - this second time interval is known as the delay.

We say that a query can be evaluated in linear time and constant delay if there exists an algorithm consisting of a preprocessing phase taking time linear in \( n \), which is then followed by an output phase printing the answers one by one, with no repetition and with a constant delay between each output. Notice that if a linear time and constant delay algorithm exists, then the time needed for the total query evaluation problem is bounded by \( f(k)(n + m) \) for some function \( f \). It was shown by Bagan in [Bagan 2006] that a linear time and constant delay query evaluation algorithm could be obtained for MSO queries over structures of bounded tree-width. A constant delay algorithm was independently obtained by Courcelle in [Courcelle 2009] but with an \( O(n \log n) \) precomputation time.

Both the proofs of [Bagan 2006; Courcelle 2009] can be decomposed into two distinct steps. The first step, and most difficult one, shows that MSO queries can be evaluated with constant delay over trees. The general result for graphs of bounded tree-width then follows easily as structures of bounded tree-width can be interpreted over trees using MSO queries.

In this paper we only revisit the first step and provide an alternative proof of the existence of a linear time and constant delay query evaluation algorithm for MSO queries over trees. It is well known that, over trees, one can associate to any MSO query a tree automaton recognizing the set of trees where one tuple of a solution is marked with distinguished colors. The proof of Bagan constructs from this automaton, in linear time, an intricate index structure, which is later used by an enumeration algorithm.

In this paper we provide an alternative proof based on a deterministic factorization forest theorem proved by Colcombet [Colcombet 2007]. This result shows that, over trees, any MSO query is, modulo a recoloring of the tree, essentially a \( \Sigma_2(\leq) \) query. As the recoloring can be done in linear time, it is therefore sufficient to provide an enumeration algorithm for \( \Sigma_2(\leq) \) queries. These queries being fairly simple, we achieve this by induction on the structure of the formula.

Related work. Other linear time and constant delay algorithms were obtained for evaluating FO queries of structures of bounded degree [Durand and Grandjean 2007; Kazana and Segoufin 2011]. Those are either based on the locality property of FO or on a quantifier elimination technique relying on the bounded degree of the structure. In both cases it cannot be reused in our context and the techniques used here are completely different.

We rely on a deterministic factorization forest theorem proved in [Colcombet 2007]. This result states that for each MSO query, there exists a tree-shaped index structure, whose depth does not depend on the input tree, and which permits to test in constant time whether a tuple of nodes of the input tree is in the output of the query. The consequence of this result, stated here in Theorem 3.2, is explicitly stated in Theorem 2 in [Colcombet 2007] with an arbitrary FO prefix instead of a \( \Sigma_2 \) prefix. But the proof actually yields a \( \Sigma_2 \) formula and we therefore attribute Theorem 3.2 to [Colcombet 2007].

2. PRELIMINARIES.

2.1 Trees and MSO logic

We work with finite trees whose nodes are labeled using a finite alphabet. More formally, let \( A \) be a finite alphabet. Trees over \( A \) are generated by the following rules: for all \( a \in A \), \( a \) is a tree, furthermore if \( a \in A \) and, for some \( k \geq 1, t_1, \ldots, t_k \) are trees, then \( a(t_1 + \cdots + t_k) \) is a tree. We use standard terminology for trees defining nodes, root, leaves, ancestors and descendants. A binary tree is a tree whose every node has either no child (is a leaf) or exactly two children, the left child and the right child. Given two nodes \( u, v \) of a tree \( T \) we write \( u < v \) to denote the fact that \( u \) is a strict ancestor of \( v \). Over binary trees, we also use \( u <_l v \) (resp. \( u <_r v \)) to express the fact that \( v \) is a descendant of the left (resp. right) child of \( u \). Given a tree \( T \), we denote by \( |T| \) the number
of nodes of $T$.

As usual, we view each tree as a relational structure whose domain is its set of nodes. The
signature contains a binary symbol $E$ denoting the child relation and a unary symbol $P_a$ per
$a \in A$ denoting the label of each node. For binary trees, $E$ is replaced with two binary symbols
$E_1$ and $E_2$ denoting respectively the left child and the right child relation. We consider monadic
second-order logic (MSO) over these signatures allowing quantification over nodes or sets of nodes
of the tree. We will also often use the binary predicates $<$, $\leq$, and $\leq$, denoting the ancestor
relationships. Recall that $<, <$, and $\leq$, are definable in MSO from $E$ or $E_1$ and $E_2$.

By query we mean an MSO formula whose free variables are all first order variables: we disallow
free set variables. For any $\phi \in \text{MSO}$, we denote its size, i.e. the number of symbols occurring in its
syntactic tree, by $|\phi|$. When writing $\phi(\bar{x})$ we always mean that $\bar{x}$ are exactly the free (first-order)
variables of $\phi$. A unary query is a formula with exactly one free variable, i.e. of the form $\phi(x)$. Given a tree $T$ and a tuple $\bar{u}$ of nodes of $T$, we write $T \models \phi(\bar{u})$ if the formula $\phi$ is true in $T$
when interpreting its free variables as $\bar{u}$. Each query $\phi$ then defines a relation over the set of
nodes of $T$ denoted by $\phi(T)$ and whose cardinality is denoted by $|\phi(T)|$. Notice that $|\phi(T)|$ can be
exponential in the number of free variables of $\phi$.

### 2.2 Model of computation and Constant-Delay$_{lin}$ class.

We use Random Access Machines (RAM) with addition and uniform cost measure as a model of
computation. For further details on this model and its use in logic see [Durand and Grandjean 2007].

The following result has been proved by Flum, Frick and Grohe. It is a generalization of the
well known fact that any MSO sentence can be translated into a tree automaton and can therefore
be evaluated in time linear in the size of the input tree. Note that we only mention in this paper
data complexities, i.e. all hidden constants may depend on the size of the formula, sometime in a
dramatic way, like in the result below where the constant factor is non-elementary in the size of
the formula.

**Theorem 2.1.** [Flum et al. 2002] Let $\phi(\bar{x})$ be an MSO query. Given a tree $T$, $\phi(T)$ can be
computed in time $O(|T| + |\phi(T)|)$.

We will use this result only in the simple case when $|\phi(T)| = O(|T|)$. When this happens, $\phi(T)$
can be computed in time $O(|T|)$. We fall in this case when $\phi$ is unary or $\phi$ is of the form $\phi(x, y)$,
but $y$ happens to be a function of $x$. Notice that the fact that a binary query is the graph of a
function is not in general apparent when looking at the syntax of the formula, but will be in the
specific cases we will consider.

**Corollary 2.2.** Let $\phi$ be an MSO query either of the form $\phi(x)$ or of the form $\phi(x, y)$ with $y$
a function of $x$. Given a tree $T$, $\phi(T)$ can be computed in time $O(|T|)$.

An enumeration problem is a binary relation. Given an enumeration problem $R$ and an input $x$,
a solution for $x$ is a $y$ such that $(x, y) \in R$. An enumeration problem $R$ induces a computational
problem as follows: Given an input $x$, output all its solutions. An enumeration problem is in the
class Constant-Delay$_{lin}$ if its computational problem can be solved by a RAM algorithm which,
on input $x$, can be decomposed into two steps:

- a precomputation phase that is performed in time $O(|x|)$,
- an enumeration phase that outputs all the solutions for $x$ with no repetition and a constant
delay between two consecutive outputs. The enumeration phase has full access to the output of
the precomputation phase but can use only a constant total amount of extra memory.

In particular, if $R$ is in Constant-Delay$_{lin}$, then the enumeration problem $R$ can be solved in
time $O(|x| + |\{y : R(x, y)\}|)$. From the best of our knowledge it is not known whether the converse
is true or not. We conjecture that it is not. More details about Constant-Delay$_{lin}$ can be found in
[Durand and Grandjean 2007].

We are interested in the following enumeration problem for $\phi(\bar{x}) \in \text{MSO}$:

[Durand and Grandjean 2007]
Enum(φ) = {(x, y) : x is a tree T, y is a tuple ü of nodes of T and T |= φ(ü)}

We show that Enum(φ) is in Constant-Delay_{lin}. In other words, for a query φ, given a tree T we enumerate the solutions φ(T) in linear time and constant delay.

**Theorem 2.3.** [Bagan 2006] For all queries φ ∈ MSO, Enum(φ) is in Constant-Delay_{lin}.

The proof of Bagan computes an intricate index structure based on the tree automaton built from the MSO formula. Our proof builds on the deterministic factorization forest decomposition theorem of Colcombet [Colcombet 2007]: In Section 3 we use the deterministic factorization forest decomposition theorem of Colcombet to show that it is enough to consider first-order queries with one alternation of quantifiers! In Section 4 we show how to enumerate those queries in linear time and constant delay.

3. SIMPLIFYING THE PROBLEM.

In this section we show that it suffices to prove Theorem 2.3 for simple first-order queries using only one quantifier alternation. This reduction is obtained in several steps. All our reductions are effective, fairly simple and standard except for one, making use of a deep result on MSO queries.

3.1 It is enough to consider binary trees.

We make use of the classical first child – next sibling encoding of unranked trees. It is folklore that this transformation can be done in time linear in the input tree and that it induces a bijection f between the nodes of the tree T and the nodes of its first child – next sibling encoding f(T).

Moreover, the transformation preserves MSO definability: for any MSO query φ(¯x) there is an MSO query φ′(¯x) such that for all trees T we have f(φ(T)) = φ′(f(T)). Hence, if we can enumerate φ′(f(T)) in Constant-Delay_{lin}, we can also enumerate φ(T) in Constant-Delay_{lin}.

3.2 It is enough to consider queries that also output all least common ancestors.

Given a tree T and two nodes u, u′ of T, the least common ancestor of u and u′, denoted lca(u, u′), is the node v such that v is an ancestor of both u and u′ and no strict descendant of v has this property. Note that there is an MSO formula defining the property z = lca(x, y). An MSO query φ(¯x) is lca-complete if for all variables x_i, x_j ∈ ¯x there is a variable x_k ∈ ¯x such that for all T and all ¯u ∈ φ(T), u_k = lca(u_i, u_j).

Given an MSO query φ(¯x) we can compute an lca-complete MSO query ψ(¯xy) such that for all trees T and tuples ¯a ∈ φ(T) there is a unique b, containing all the desired least common ancestors, such that ¯ab ∈ ψ(T). Typically ψ is constructed from φ by introducing a new free variable per pair of initial free variables, while adding the formula axiomatizing the fact that the new variable is the least common ancestor of the other two variables. For simplicity of the exposition we also assume that there is a free variable in ψ always denoting the root of the tree. Note that for all trees T we have |ψ(T)| = |φ(T)| and that all solutions in φ(T) can be reconstructed from a solution in ψ(T) by projecting out the newly added component. Hence, if Enum(ψ) is in Constant-Delay_{lin}, we also have Enum(φ) in Constant-Delay_{lin}.

3.3 It is enough to consider queries with ancestor-typed outputs.

We now make sure that two elements of a solution are always related in a same way in all solutions.

An ancestor-type o(¯x) of a set of variables ¯x is a maximal consistent conjunction of formulas of the form x_i = x_j, x_i < l, x_j, x_1 < r, x_j or x_i > x_j. For a fixed ¯x there are only finitely many ancestor-types that we denote by O(¯x). For an MSO query φ(¯x) it is easy to see that φ(¯x) is equivalent to V_o∈O(¯x) o(¯x) ∧ φ(¯x) and that for two different o_1, o_2 ∈ O(¯x) and any tree T we have...
queries. Moreover, if the ancestor-type formulas of the form \((\bar{x} \wedge \phi)(\bar{x})\), then we can enumerate in \textsc{Constant-DelayLin} each of the formulas of the form \(o(\bar{x}) \wedge \phi(\bar{x})\), then we can enumerate in \textsc{Constant-DelayLin} \(\phi(\bar{x})\). In the sequel we can assume that there is a fixed ancestor-type \(o(\bar{x})\) on the free variables of our MSO queries. Moreover, if the ancestor-type \(o\) requires variables \(x_i\) and \(x_j\) to be equal, we can replace all occurrences of \(x_j\) in the formula with \(x_i\), enumerate the resulting formula and reconstruct on the fly the original solutions. Thus we may assume that the ancestor-type \(o\) ensures that all variables are distinct. Once \(o(\bar{x})\) is fixed we say that two variables \(x_i, x_j \in \bar{x}\) are \(o\)-consecutive if \(o(\bar{x})\) implies that \(x_i < x_j\) and no variable \(z\) of \(\bar{x}\) is such that \(x_i < z < x_j\).

3.4 It is enough to consider \(o\)-compatible queries.

Given an MSO query \(\phi(\bar{x})\), an ancestor-type \(o(\bar{x})\), and two \(o\)-consecutive variables \(x_i < x_j\) of \(\bar{x}\), we say that a formula \(o(x_i, x_j)\) has its quantifications relativized to \([x_i, x_j]\) if it is defined from arbitrary unary MSO queries and the descendant relation <, using first-order quantifications of the form \(\exists y \ x_i \leq y \leq x_j \land \alpha\) or \(\forall y \ x_i \leq y \leq x_j \rightarrow \alpha\) and, similarly, monadic second-order quantifications restricted to sets of elements within \([x_i, x_j]\). Note that such a formula may use arbitrary unary MSO subqueries. In particular they can test whether a node on the path from \(x_i\) to \(x_j\) is a left or right child. Moreover, they can test for an arbitrary MSO property of the subtree rooted at a sibling of any node on the path from \(x_i\) to \(x_j\).

A formula \(\phi(\bar{x})\) is said to be \(o\)-compatible if it is a conjunction of formulas \(o(x_i, x_j)\), where \(x_i, x_j\) are \(o\)-consecutive variables and \(\alpha\) has its quantifications relativized to \([x_i, x_j]\). We say that two queries \(\phi_1(\bar{x})\) and \(\phi_2(\bar{x})\) are disjoint if for any binary tree \(T\) we have \(\phi_1(T) \cap \phi_2(T) = \emptyset\).

The following result is a classical consequence of the Compositional Method developed by Shelah [Shelah 1975]. It essentially says that the MSO type of the tree can be derived from the MSO type of elements covering the tree. It can be proved using a simple Ehrenfeucht-Fraïssé game argument, see also Lemma 1 and Lemma 2 in [Colcombet 2007].

**Theorem 3.1.** Over binary trees, for every ancestor-type \(o\) and every MSO query \(\phi(\bar{x}) \wedge o(\bar{x})\), there is an equivalent query which is a union of disjoint \(o\)-compatible queries.

**Proof.** Let \(k\) be the quantifier rank of \(\phi\). We start with some useful notation. Given a tree \(t\), its MSO-\(k\)-type is the set of MSO sentences of quantifier rank \(k\) that hold in \(t\). It is well known that there are only finitely many MSO-\(k\)-types and that each of them can be described by a sentence of MSO. Given a tree \(t\) and two nodes \(x, y\) of \(t\), such that \(x < y\), we denote by \(t_{xy}\) the subtree of \(t\) rooted at \(x\) and by \(t[x, y]\) the nodes of \(t\) that are descendants of \(x\) but not descendants of \(y\). Given a tuple \(\bar{a}\) of nodes of \(t\) we denote by \(t(\bar{a})\) a recoloring of \(t\) such that the nodes of \(\bar{a}\) have been distinguished.

A tuple such that \(o(\bar{x})\) holds, induces a covering of the tree whose components are: \(t_{x_i} - \) if \(x_i\) has no \(o\)-consecutive variable, and \(t[x_i, x_j]\) — if \(x_i\) and \(x_j\) are \(o\)-consecutive.

The Composition Method tells us that the MSO-\(k\)-types of each component taken separately induces the MSO-\(k\)-type of the whole tree. In other words, if we know the MSO-\(k\)-types of each of the \(t_{x_i}\) and \(t[x_i, x_j]\), then we know the MSO-\(k\)-type of \(t(\bar{x})\). This property is folklore and can be proved by a simple Ehrenfeucht-Fraïssé game argument. From the initial remarks, the MSO-\(k\)-type of \(t_{x_i}\) can be described by a unary MSO formula \(\xi(x_i)\) and the MSO-\(k\)-type of \(t[x_i, x_j]\) by an MSO formula \(\xi(x_i, x_j)\). Hence the corresponding MSO-\(k\)-type of \(t(\bar{x})\) is a conjunction of MSO formulas that are either unary or are binary and involve two \(o\)-consecutive variables.

Because the MSO-\(k\)-type of \(t(\bar{x})\) implies whether \(\phi(\bar{x})\) holds or not, \(\phi(\bar{x})\) is a union of conjunctions as above. The union is finite because there are only finitely many MSO-\(k\)-types. The union is disjoint because each conjunct involves two different MSO-\(k\)-types for at least one component.

It remains to show that each formula \(\xi(x_i, x_j)\) can be chosen with its quantifications relativized to \([x_i, x_j]\). This is exactly the Composition Theorem of Shelah [Shelah 1975]. The path from \(x_i\) to \(x_j\) is a linear order and we replace each subtree hanging off this path by its MSO-\(k\)-type. By this we mean that we recolor each node on the path from \(x_i\) to \(x_j\) by a color describing the MSO-\(k\)-type of the subtree hanging off that node. The result of Shelah says that \(\xi(x_i, x_j)\) is equivalent to an MSO formula describing the resulting path, which has its quantifications relativized to \([x_i, x_j]\) by construction. The desired formula is then obtained by replacing the colors with the unary MSO
formulas describing the MSO-$k$-types of each removed subtree. □

As the $o$-compatible queries mentioned in Theorem 3.1 are disjoint, we can enumerate each of them separately. Hence it is enough to consider one $o$-compatible MSO query.

3.5 It is enough to consider $o$-compatible queries definable in $\Sigma_2(<)$.

This is the nontrivial step of our reductions. It exploits the following result of Colcombet based on a deterministic factorization forest theorem which can be seen here as an index structure for trees.

\textbf{Theorem 3.2 Implicit in [Colcombet 2007].} Over binary trees, for every ancestor-type $o$ and every $o$-compatible MSO query $\phi(\bar{x})$ there is an equivalent query which is still $o$-compatible but each of its conjuncts is of the form $\exists y \forall z \theta$, where $\theta$ is a disjunction of conjunctions of atomic predicates or MSO queries with one free variable or atoms using $<$. The result of Colcombet essentially shows that each of the conjuncts in $o$-compatible queries obtained from the decomposition lemma could be assumed to be definable with one alternation of first-order quantifiers, but using the ancestor relationship and unary MSO queries.

We denote by $\Sigma_2(<)$ the formulas of the form $\exists y \forall z \varphi$, where $\varphi$ is a quantifier free formula using only atoms based on the relational predicates $<$ and $P_a$ for all $a$ ranging over a finite alphabet.

From Corollary 2.2 we know that each MSO query with one free variable can be evaluated in time linear in the size of the input tree. Therefore the unary MSO queries mentioned in Theorem 3.2 can be computed during the preprocessing phase, obtaining a tree over a new alphabet, where the new labels denote the old ones and whether each unary query holds or not at that node. We can therefore assume that our query is $o$-compatible and such that all its conjuncts are in $\Sigma_2(<)$. We denote by $o$-simple $\Sigma_2(<)$ queries these queries.

Note that the queries in $\Sigma_2(<)$ only have access to the labels and $<$. In particular they do not have access to the successor relation and don’t distinguish between left and right children. This information is now part of the relabeling of the tree.

 Altogether we have shown that it is enough to prove Theorem 2.3 for $o$-simple $\Sigma_2(<)$ queries over binary trees.

4. \textbf{Enumerating simple $\Sigma_2(<)$ queries.}

From the previous section it follows that Theorem 2.3 is a consequence of the following:

\textbf{Proposition 4.1.} Over binary trees and for all $o$-simple $\Sigma_2(<)$ queries $\psi(\bar{x})$, Enum($\psi$) belongs to $\text{Constant-Delay}_{lin}$.

\textbf{Proof.} The proof follows by an induction on the number of free variables in $\psi$. The base case (unary query) is done via our assumption that this variable denotes the root of the tree. So let us assume that we have the result for $n$-ary queries and we want to extend it to ones with $n + 1$ variables.

The following proposition is the key ingredient for the inductive step:

\textbf{Proposition 4.2.} Given a binary tree $T$ and a $\Sigma_2(<)$ formula $\phi(x, y)$ that logically implies $x < y$ and has its quantifications relativized to $[x, y]$ we can, in time $O(|T|)$, prepare an index structure that allows us to do the following: given a node $u$ of $T$, enumerate all the solutions to $\phi(T)$ whose first component is $u$. Moreover, the enumeration procedure is done with constant delay.

Before proving Proposition 4.2, we first conclude the proof of Proposition 4.1. Let $\psi(x_1, \ldots, x_{n+1})$ be an $o$-simple $\Sigma_2(<)$ query. Without loss of generality assume that $x_n$ and $x_{n+1}$ are $o$-consecutive variables with $x_n < x_{n+1}$ and, for all $i < n$, we don’t have $x_{n+1} < x_i$ in $o$. By our choice of $x_{n+1}$ and $o$-simplicity $\psi(x_1, \ldots, x_{n+1})$ must be of the form $\psi'(x_1, \ldots, x_n) \land \psi''(x_n, x_{n+1})$ where $\psi''$ is the $\Sigma_2(<)$ conjunct of $\psi$ that describes the path from $x_n$ to $x_{n+1}$. Let $\phi(x_1, \ldots, x_n) = \psi'(x_1, \ldots, x_n) \land \exists x_{n+1} \psi''(x_n, x_{n+1})$. This formula is $o'$-simple where $o'$ is the restriction of $o$ to the first $n$ variables. Therefore by induction hypothesis Enum($\phi$) is in $\text{Constant-Delay}_{lin}$. Let $T$ be a binary tree. A $\text{Constant-Delay}_{lin}$ procedure for Enum($\psi$) is:
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The precomputation phase performs both the precomputation phase of Enum(φ) as given by the induction hypothesis, and the precomputation phase for ψ′′ given by Proposition 4.2. This is done in \(O(|T|)\) as required.

The enumeration phase nests the enumeration procedure for ψ′′ given by Proposition 4.2 inside the enumeration procedure for φ(T) given by the induction hypothesis. Given a solution \((a_1, \ldots, a_n) \in φ(T)\) we apply Proposition 4.2 to node \(a_n\) and find in constant delay all nodes \(a_{n+1}\) such that \((a_n, a_{n+1}) \in ψ′′(T)\). Notice that, by definition of φ, we always have at least one such node \(a_{n+1}\) and that all such nodes are exactly those where the tuple \((a_1, \ldots, a_n, a_{n+1})\) is in \(φ(T)\). Therefore, for each such node \(a_{n+1}\) we output the tuple \((a_1, \ldots, a_n, a_{n+1})\). Once all the nodes \(a_{n+1}\) have been found, we continue the simulation of the enumeration procedure for \(φ(T)\) and obtain in constant delay the next tuple \((b_1, \ldots, b_n) \in φ(T)\) and eventually compute all of \(ψ(T)\).

**Proof of Proposition 4.2.** Let \(T\) be a binary tree and \(φ(x, y)\) be a \(Σ_2(\prec)\) formula that logically implies \(x < y\) and has its quantifications relativized to \([x, y]\). We wish to enumerate \(φ(T)\). We start with some useful normalization of the formula.

Over words, a *monomial* is a language of the form \(A_0^n a_1 A_1^+ \ldots a_m A_m^+\). where each \(a_i\) is a fixed letter and \(A_i\) is a (possibly empty) set of letters. A *polynomial* is a finite union of monomials. In [Arfi 1987] a characterization of \(Σ_2(\prec)\) over words was given that was later shown to be effective [Arfi 1987]:

**Theorem 4.3** [Thomas 1982; Arfi 1987]. Over words, a language is definable in \(Σ_2(\prec)\) if and only if it is a polynomial.

As we are dealing with formulas with free variables, we slightly extend the above definitions. Over words, a formula \(ψ(x, y)\) is called a *monomial formula* if it holds for exactly those pairs \((x, y)\), such that the subword between positions \(x\) and \(y\) (including both ends) matches a regular expression \(a_0 A_0^* a_1 A_1^* \ldots a_m A_m^*\), where each \(a_i\) is a fixed letter and \(A_i\) is a (possibly empty) set of letters. A *polynomial formula* is a finite disjunction of monomial formulas.

From Theorem 4.3 we immediately get

**Corollary 4.4.** Over words, any \(Σ_2(\prec)\) formula \(ψ(x, y)\) that logically implies \(x < y\) and has its quantifications relativized to \([x, y]\) is equivalent to a polynomial formula.

In our case \(φ(x, y)\) is indeed a \(Σ_2(\prec)\) formula, but it talks about trees. Fortunately, it also implies that \(x < y\) and has its quantifications relativized to \([x, y]\), so for any two nodes \(u < v\) of the input tree, \(φ(u, v)\) holds if and only if a word formed by the labels of the nodes on a path from \(u\) to \(v\) satisfies \(φ\). Hence Corollary 4.4 implies:

**Corollary 4.5.** Let \(φ(x, y)\) be a \(Σ_2(\prec)\) formula that logically implies \(x < y\) and has its quantifications relativized to \([x, y]\). Then there is a polynomial formula \(φ\) such that for all trees \(T\), \(φ(T) = φ(T)\).

Let \(ψ_j = V_{j=1}^{k=2} ψ_j\) be the polynomial formula corresponding to \(φ\) as described by Corollary 4.5, where each \(ψ_j\) is a monomial formula. It is tempting at this point to enumerate separately each \(ψ_j(T)\). Unfortunately, this will not fulfill the “no duplicate” constraint as a tuple may be present in \(ψ_j(T)\) for several values of \(j\). We will cope with this problem by considering all the monomial formulas at the same time using a product construction.

In order to jump quickly from one solution to another it will be enough to remember all the subparts of each of the monomial formulas that are currently satisfied at the current node. This is done as follows.

Fix for the moment an arbitrary \(j \leq k\). As \(ψ_j\) is a monomial formula, it describes paths of the form \(a_0 A_0^* a_1 A_1^* \ldots a_m A_m^*\). Hence if \((u, v) \in ψ_j(T)\), the sequence of labels of the nodes on the path from \(u\) to \(v\) (denoted \([u, v]\)) matches the regular expression \(a_0 A_0^* a_1 A_1^* \ldots a_m A_m^*\). We define the following suffixes of this regular expression: \(e_0 = a_0 A_0^* a_1 A_1^* \ldots a_m A_m^*\) and for each \(1 \leq i \leq m + 1\) let \(e_i = A_{i-1}^+ a_1 A_1^* \ldots a_m A_m^*\). Let also \(S = \{e_0, e_1, \ldots, e_{m+1}\}\). For two nodes \(u < v\) of \(T\), the \(j\)-type of \((u, v)\) is exactly the set of regular expressions of \(S\) matched by \([u, v]\). We say that a \(j\)-type is good if it contains \(e_0\). Clearly, \((u, v) \in ψ_j(T)\) if and only if the \(j\)-type of \((u, v)\) is good.
We do this for all \( j \leq k \) and define for two nodes \( u < v \) of \( T \) the type of \((u, v)\) as the tuple formed from all its \( j\)-types. Hence \(((u, v)) \in \phi(T)\) iff for some \( 1 \leq j \leq k \) its \( j\)-type is good. Notice that we have finitely many types and we call good those for which at least one component is good.

The following simple claim illustrates the key motivation for using types.

**Claim 4.6.** Let \( T \) be a binary tree and \( u < v < w, w' \) be nodes in \( T \) such that \((u, w)\) has type \( \tau_1 \) and both \((v, w)\) and \((v, w')\) have type \( \tau_2 \). Then \((u, w')\) has type \( \tau_1 \).

**Proof.** As a type is a tuple containing all \( j\)-types, it is enough to show the claim for a fixed \( j\)-type. By symmetry it is enough to show that the \( j\)-type of \((u, w)\) is included in the \( j\)-type of \((u, w')\).

Assume that the \( j\)-type of \((u, w)\) contains some suffix \( s \). Hence there is a matching of \( s \) in the path from \( u \) to \( w \), i.e., witnesses for the existentially quantified nodes. Fix such a matching \( \alpha \). \( \alpha \) induces a matching of some suffix \( s' \) of \( s \) in the path from \( v \) to \( w \). Since the \( j\)-types of \((v, w)\) and \((v, w')\) are the same, \( s' \) also matches the path from \( v \) to \( w' \). Combining this later matching with \( \alpha \) on the path from \( u \) to \( v \) (excluding \( v \)) provides a proper matching of \( s \) on the path from \( u \) to \( w' \). \( \square \)

In particular, in the scenario described in Claim 4.6, if \((u, w) \in \phi(T)\) (that is \( \tau_1 \) is good), then \((u, w') \in \phi(T)\).

We say that a node \( u \) of a tree \( T \) is valid for \( x \) if there exists a node \( v \) such that \((u, v) \in \phi(T)\). Similarly a node \( v \) is valid for \( y \) if there exists a node \( u \) such that \((u, v) \in \phi(T)\). For a type \( \tau \) and a node \( u \) we say that the pair \((u, \tau)\) is interesting if there exists a node \( v \) such that the type of \((u, v)\) is \( \tau \) and \( \tau \) is good (in particular, \( u \) is valid for \( x \)). Note that all these properties are definable in MSO via unary queries, hence computable in time \( O(|T|) \).

We now describe the index structure required by Proposition 4.2.

**Definition 4.7.** The basic index structure of \( T \) for \( \phi(x, y) \) is the following directed graph:

Its vertices are the nodes of \( T \) valid for \( y \) and the interesting pairs of \( T \).

Its edges are defined as follows:

- We have an edge between \( u \) and \((u, \tau)\) when the type of \((u, v)\) is \( \tau \), and \( u \) is the “bottom-most” node of \( T \) with \((u, v) \in \phi(T)\) (i.e., \( \forall w, u < w < v \implies (w, v) \notin \phi(T) \)).

- We have an edge between \((u, \tau)\) and \((u', \tau')\) when \( u' < u \) and there is a node \( v > u \) with the type of \((u, v)\) being \( \tau \) and the type of \((u', v)\) being \( \tau' \) and \( u' \) is the “bottom-most” node with this property: for all nodes \( w \) with \( u' < w < u \) there is no \( v > u \) with the type of \((u, v)\) being \( \tau \) and \((u, w) \in \phi(T) \).

The key properties of this structure are summarized in the following lemma:

**Lemma 4.8.** The basic index structure of \( T \) for \( \phi(x, y) \) has the following properties:

1. It is computable in time \( O(|T|) \).
2. It is a forest with leaves being nodes valid for \( y \) and internal nodes being interesting pairs.
3. For any node \( u \) valid for \( x \) and two different interesting pairs \((u, \tau)\) and \((u, \tau')\), they occur in different trees inside the basic index structure.
4. (Completeness) For all nodes \( u, v \) of the tree \( T \), if \((u, v) \in \phi(T) \) and \( \tau \) is the type of \((u, v)\), then \( v \) is a leaf in the subtree of \((u, \tau)\) inside the basic index structure.
5. (Soundness) For all nodes \( u, v \) of the tree \( T \), if \( \tau \) is the type of \((u, v)\) and \( v \) is a leaf in the subtree of \((u, \tau)\) inside the basic index structure, then \((u, v) \in \phi(T) \).

**Proof.** We start with Property (1).

From the remark above, the nodes of the basic index structure are definable in MSO and therefore they can be computed in time linear in \(|T|\) using Corollary 2.2. For the first kind of edges notice that each \( v \) uniquely determines \( u \) and that the relation between \( u \) and \( v \) can also be described in MSO. Similarly, for the second kind of edges, each interesting pair \((u, \tau)\) uniquely determines \( u' \) and their relationship can be described in MSO. Hence Corollary 2.2 can be invoked again to compute the edges in time \( O(|T|) \).
We continue with Property (2).

Clearly the structure is acyclic as a node can only point to an ancestor in \( T \). Moreover, each node \( v \) valid for \( y \) has a \( u \) such that \((u, v) \in \phi(T)\) and hence nodes of this kind cannot be internal nodes and have a unique parent, corresponding to the bottom-most \( u \) such that \((u, v) \in \phi(T)\).

Similarly, an interesting pair \((u, \tau)\) either has no parent or a parent of the form \((u', \tau')\). Recall from the previous point that \( u' \) is uniquely determined by \((u, \tau)\). It remains to show that \( \tau' \) is also uniquely determined by \((u, \tau)\). Assume this is not the case and that \((u, \tau)\) is associated to both \((u', \tau'_1)\) and \((u', \tau'_2)\). Then, by construction, there exist \( v_1, v_2 \) such that \( \tau \) is the type of both \((u, v_1)\) and \((u, v_2)\), \( \tau'_1 \) is the type of \((u', v_1)\) and \( \tau'_2 \) the type of \((u', v_2)\). Claim 4.6 implies that \( \tau'_1 = \tau'_2 \) and therefore our basic index structure is a forest.

Property (3) is immediate as we already know that the basic index structure is in fact a forest and that a necessary condition for \((u', \tau')\) to be a parent of \((u, \tau)\) is that \( u' < u \).

We now move to Property (4). Assume \((u, v) \in \phi(T)\), \( \tau \) is the type of \((u, v)\) and that \( u_0 = u < u_1 < \ldots < u_t < v \) are all the nodes of \( T \) on the path from \( u \) to \( v \) such that for each \( 0 \leq i \leq t \) the pair \((u_i, v) \in \phi(T)\). Let \( \tau_i \) denote the type of \((u_i, v)\). From the construction of the basic index structure we know that \( v \) is a child of \((u_t, \tau_t)\).

We show that for all \( 0 < i \leq t \), \((u_i, \tau_i)\) is the child of \((u_{i-1}, \tau_{i-1})\) in the basic index structure. If this was not the case, then there exist nodes \( w, \nu' \), with \( u_{i-1} < w < u_i < \nu' \), the type of \((u_i, \nu')\) being \( \tau_i \) and \((w, \nu') \in \phi(T)\). As \( \tau_i \) is also the type of \((u_i, v)\), Claim 4.6 implies that the type of \((w, v)\) is the same as the type of \((w, \nu')\) and therefore \((w, v) \in \phi(T)\), a contradiction.

It remains to show Property (5). We show that if \( v \) is in the subtree of \((u, \tau)\) inside the basic index structure, then the type of \((u, v)\) is \( \tau \). As \((u, \tau)\) is interesting pair, \( \tau \) is (by definition) good and thus \((u, v) \in \phi(T)\). The proof is a simple induction on the distance between \( v \) and \((u, \tau)\) inside the basic index structure. If \((u, \tau)\) is a parent of \( v \), then the type of \((u, v)\) is \( \tau \) by the definition of the parent relation of leaves. The inductive step is again a direct consequence of Claim 4.6. \( \square \)

Lemma 4.8 (in particular properties (4) and (5)) justifies that the basic index structure is an adequate tool for the enumeration of the solutions to \( \phi \). In order to obtain the desired constant delay procedure we need to extend this structure a bit for navigating efficiently within the basic index structure. The resulting structure is called the full index structure of \( T \) for \( \phi \). It contains the following enhancements.

Recall from Lemma 4.8, Property (1), that the basic index structure can be computed in time \( O(|T|) \) and has therefore a size linear in \(|T|\).

By Property (2) the basic index structure is a forest. It will be important that we have access to the descendant relation inside this forest in constant time. To do this we perform a depth-first traversal of the underlying forest and compute a dfs number to each node (corresponding to the last time we have visited it). Clearly, every node has a number larger than all the nodes in its subtree and these numbers are computed in time \( O(|T|) \).

We enrich furthermore the basic index structure by associating to each leaf the next leaf in the dfs traversal. This will allow us to jump from one leaf to the next one in constant time. Moreover, to each internal node \((u, \tau)\) we add an additional pointer to the first leaf of its subtree. Note that this can be easily achieved in time \( O(|T|) \).

Finally, for each node \( u \) of the original input tree that is valid for \( x \), we keep a pointer to each of the interesting pairs \((u, \tau)\) inside the full index structure. This can be done in time \( O(|T|) \) as every such node \( u \) requires a number of pointers bounded by the number of different types, which does not depend on \( T \).

This completes the construction of the index structure for Proposition 4.2 and the precomputation phase. Note that it follows from the description above that this phase is achieved in time \( O(|T|) \).

We now turn to the enumeration phase which, as expected, is a simple traversal of our index structure. Let \( u \) be a node in \( T \) which is valid for \( x \). We wish to enumerate all \( v \) such that \((u, v) \in \phi(T)\). To do this we consider in turn all the interesting pairs \((u, \tau)\) using the appropriate precomputed pointers. For each such \( \tau \) we jump, in constant time using the precomputed pointer,
to the first leaf \( v \) in the subtree of \((u, \tau)\) in the full index structure and output \((u, v)\). Now, as long as we remain in the subtree of \((u, \tau)\) (this can easily be checked in constant time by comparing the dfs numbers) we successively go through all the leaves of our index structure in dfs order (again in constant time, using the precomputed pointers) outputting the corresponding pair \((u, v)\).

Clearly, between outputting consecutive solutions there is only a constant delay and each pair we output is unique by Property (3). From Property (5) of Lemma 4.8 we know that each pair that we output is in \( \phi(T) \). Property (4) ensures that we do not skip any solution.

This completes the proof of Proposition 4.2.

5. CONCLUSION

As mentioned in the introduction, Theorem 2.3 immediately lifts to structures of bounded tree-width: for all queries \( \phi \in \text{MSO} \) and all \( k \in \mathbb{N} \) there is a linear time and constant delay algorithm enumerating the output of \( \phi \) over any structure of tree-width \( k \). The reason is that any graph of tree-width \( k \) can be interpreted over a tree via an MSO query and Theorem 2.3 can be applied on the composition of \( \phi \) and the formula providing the interpretation. The details can be found in [Bagan 2006].

It should be noted that our enumeration algorithm, as well as the one of Bagan, are non elementary in the size of the formula. This cannot be avoided unless \( P=NP \) [Frick and Grohe 2004]. In our case the non elementary blow-up is hidden in Theorem 2.1, the Ehrenfeucht-Fraïssé argument of Theorem 3.1 and in the result of Colcombet, Theorem 3.2.

Our notion of linear time and constant delay requires furthermore that the total extra memory used during the enumeration phase is constant. It is not clear that the enumeration algorithm of Bagan has this extra property as it uses nested subprocess pushing (in constant time) pointers to the parent process on a stack. The nesting depth of this subprocess seems to be arbitrary.

However the result of Bagan also deals with MSO formulas containing free monadic second-order variables. In this case the delay is linear in the size of the solution being output. This cannot be avoided as the algorithm needs at least the time to output the solution. It is not clear how our technique can be lifted in order to take care of monadic second-order variables.
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