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Introduction

The second year internship in the ENS o�ers the possibilty to get a better understanding of
one particular domain of informatics. In my case, it was the occasion to see more of game and
automata theories. Thanks to the advice of D. Berwanger and N. Fijalkow, I contacted N.
Piterman who o�ered me to work on p-automaton, a kind of automata that uses games in its
acceptance condition.

p-automata were created by N. Piterman, M. Huth et D. Wagner in 2010 in [1]. This new
type of automata generalises alternating automata to read Markov chain. The acceptance
condition is a two player game that checks whether the paths of the input Markov chain satisfy
the p-automaton. As p-automata are recent, they are still evolving a little.In [2], N. Piterman
simpli�es the acceptance game.
My internship aimed to deal with an important question about p-automata: the emptiness
problem (Given one p-automata, is the accepted language of this automaton empty?).

An application of p-automata can be found in veri�cation. In [1], it is proved that given a
PCTL formula, we can create a p-automaton that accepts the Markov chains that satisfy the
formula. Thus the satis�ability problem (Given a PCTL formula, does there exists a Markov
chain satisfying that formula?) can be easily reduced to the emptiness problem.

N. Piterman made me learn the concept of p-automaton by successive steps, by proving the-
orem on structures increasingly close to p-automaton. In the �rst part, I will describe some of
those steps.
Then, you will learn what a p-automaton is and I will describe the main problem that was tackled
during the internship: the emptiness problem for qualitative p-automaton.
Some problems were interesting but could not be �nished in time, I will describe them in the last
part.
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1 From word automaton to p-automaton

1.1 Automata on in�nite words

Automata on �nite words were supposed to be known, so the �rst thing I had to learn was the
generalisation to in�nite words. Automata on in�nite words (called ω-automata) mostly use four
di�erent acceptance conditions: Büchi, Rabin, Street and Parity conditions.

De�nition 1: An in�nite word on an alphabet Σ is a function from N to Σ.

De�nition 2: A non-deterministic Büchi Automaton over words is a tuple M = (Σ, S, I, ρ, F ),
where S is a �nite set of states, Σ is an alphabet, ρ : S × Σ→ 2S is the transition relation,
I ⊆ S is the set of initial states, and F ⊆ S is the set of �nal states.
A run of a non-deterministic Büchi Automaton M = (Σ, S, I, ρ, F ) on a word ω is a word
m on S such that m(0) ∈ I and for all i ∈ N,m(i+ 1) ∈ ρ(m(i), ω(i)).
A run m on ω is accepted i� there is an in�nite number of i ∈ N such that m(i) ∈ F .
The language accepted by a non-deterministic Büchi Automaton M is the set L(M) of all
in�nite words ω such that there is an accepting run of M on ω.

De�nition 3: A deterministic Rabin automaton over words is a tupleM = (Σ, S, s0, ρ, F ), where
S and Σ are the same as in the de�nition of non-deterministic Büchi automaton, ρ : S×Σ→
S is a partial function called the transition relation, s0 ∈ S is the initial state, and F is a
set of pair of set of states F = {(E1, F1), ..., (En, Fn)}.
A run of a deterministic Rabin automaton M = (Σ, S, s0, ρ, F ) on a word ω is a word m on
S such that m(0) = s0 and for all i ∈ N,m(i+ 1) = ρ(m(i), ω(i)).
A run m on ω is accepted i� there exists i such that Fi is visited in�nitely often whereas Ei
is not. The language accepted by a deterministic Rabin automaton M is the set L(M) of all
in�nite words ω such that there is an accepting run of M on ω.

Theorem 1: Let M = (Σ, S, I, ρ, F ) be a non-deterministic Büchi automaton, there exists a
deterministic Rabin automaton M ′ = (Σ, S′, s0, ρ

′, F ′) such that L(M) = L(M ′).

The proof that I made of this theorem can be found in the appendix 1. This theorem was
previously prooved by S. Safra in [3]. An interesting fact is that non-deterministic Büchi, Rabin,
Street, Parity automata and deterministic Rabin, Street and Parity automata recognize the same
languages but deterministic Büchi automata are strictly weaker. Proofs of these can be found in
[4].

1.2 Automata on trees

We want to get an automaton that reads Markov chains, as words are far from Markov chain, the
next kind of automaton I worked with read trees. Deterministic automaton on trees are really

weak, they cannot for example recognize the language



a

a b
;

a

b a


.

Hence instead of making a determinisation theorem, I made a link between non-deterministic
automata and alternating automata (which are one step closer to p-automata).
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De�nition 4: Let D ⊆ N+ be the set of arities such that if d ∈ D then for every 0 < d′ < d we
have d′ ∈ D. A D-tree is a set T ⊆ D∗ such that if x.n ∈ T , for x ∈ N∗, n ∈ N, then x ∈ T ,
n ∈ D and x.m ∈ T for all 0 < m ≤ n.
A Σ-labeled D-tree is a pair (T, V), where T is a D-tree and V : T → Σ.
An in�nite path or branch on a D-tree T is a set P ⊆ T such that ε ∈ P and for every x ∈ P
there exists a unique i ∈ N such that x.i ∈ P .
In a tree (T,V), we de�ne for every node of T arity(x) = |{i|x.i ∈ N}|.

De�nition 5: A non-deterministic Büchi Automaton over D-trees is a tuple M =
(Σ, D, S, I, ρ, F ), where S is a �nite set of states, Σ is an alphabet, ρ is the transi-
tion relation such that for every s ∈ S, σ ∈ Σ, and d ∈ D we have ρ(s, σ, d) ⊆ (Sd)∗, I ⊆ S
is the set of initial states, and F ⊆ S is the set of �nal states.
A run of a non-deterministic Büchi Automaton M = (Σ, D, S, I, ρ, F ) on a Σ-labeled D-tree
(T, V) is a S-labeled D-tree (T, r) such that r(ε) ∈ I and for all x ∈ T, ∃d ∈ D, x has arity
d and (r(x.1), ..., r(x.d)) ∈ ρ(r(x), V (x), d).
We focus on two acceptance conditions of a run:

• Finite tree acceptance : a run (T,r) is accepting if and only if there is no in�nite path
and every leaf x veri�es r(x) ∈ F and no false transition are taken.

• Büchi acceptance : a run (T,r) is accepting if and only if there is no �nite path and for
every in�nite path P in (T, r), there exist in�nitely many x ∈ P such that r(x) ∈ F
and P does not take any false transition.

The language accepted by a non-deterministic Büchi Automaton M is the set L(M) of all
Σ-labeled D-trees (T, V) such that there is an accepting run of M on (T, V).

De�nition 6: Let B+(S) be the set of formulae using true, false, ∨, ∧ and propositional vari-
ables from S.
An Alternating Büchi Automaton over D-trees is a tuple A = (Σ, D, S, s0, ρ, F ), where S is
a �nite set of states, Σ is an alphabet, D is the set of arities of nodes, F is a set of accepting
states, s0 ∈ S is an initial state and ρ : S × Σ×D → B+(N× S) is the transition function
such that ρ(s, σ, d) ∈ B+({1, . . . , d} × S). .
A run of an alternating Büchi Automaton A = (Σ, D, S, s0, ρ, F ) on a Σ-labeled D-tree (T,
V) is a T × S-labeled tree (Tr, r) such that:

1. ε ∈ Tr and r(ε) = (ε, s0).

2. if y ∈ Tr with r(y) = (x, s) and ρ(s, V (x), n) = θ (where n is the arity of x), then there
is a (possibly empty) set H = {(c1, s1), ..., (cn, sn)} ⊆ N × S, such that the following
hold:

• H satis�es θ, which means that θ is true if we set every state in H as true and
every state in S\H as false.

• for all 1 ≤ i ≤ n, y.i ∈ Tr, and r(y.i) = (x.ci, si).

We focus on two acceptance conditions of a run:

• Finite tree acceptance : a run (Tr, r) is accepting if and only if there is no in�nite path
and every leaf x very�es r(x) ∈ F and no false transition are taken.

• Büchi acceptance : A run (Tr, r) is accepting if and only if for every in�nite path P
in (Tr, r), there exist in�nitely many x ∈ P such that r(x) ∈ Fand every �nite path
either reads a transition true or ends on an accepting state.
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The language accepted by an Alternating Büchi Automaton A is the set L(A) of all Σ-labeled
D-trees (T, V) such that there is an accepting run of A on (T, V).

Alternating automata and non-deterministic automata recognize the same languages. The
proofs of the three following theorems are in the appendix 2.

Theorem 2: For every non-deterministic Büchi automaton on D-trees A, there exists an
alternating Büchi automaton on D-trees A′ such that L(A)= L(A′).

Theorem 3: For every alternating Büchi automaton on D-trees with �nite tree acceptance A,
there exists a non-deterministic Büchi automaton on D-trees with �nite tree acceptance A′
such that L(A)= L(A′).

Theorem 4: For every alternating Büchi automaton on D-trees with Büchi acceptance A, there
exists a non-deterministic Büchi automaton on D-trees with Büchi acceptance A′ such that
L(A)= L(A′).

Once again, those results were already known, check [5] for an alternative proof.

1.3 Emptiness problem for alternating Büchi tree automata

p-automata are an adaptation of alternating automata to Markov chain. It was thus natural
to work a little on the emptiness problem of alternating Büchi tree automata (ABT). For this
purpose, we created a game such that the input automaton accepts a tree if and only if player 0
has a winning strategy. It is left to decide whether player 0 has a winning strategy but this has
already been done for games with Büchi condition (see [6]).

De�nition 7: An arena is a triplet A = (V0, V1, E) where Vσ is the set of vertices of the player
σ, V0 and V1 are disjoint, we denote V = V0 ∪ V1 and E ⊆ V × V is the edge relation.
The set of successors of v ∈ V is vE = {v′ ∈ V |(v, v′) ∈ E}.
An in�nite play in an arena is a path π = v0v1... ∈ V ω such that for all i, vi+1 ∈ viE.

De�nition 8: A game G = (A,W) is de�ned by an arena A and a winning set W ⊆ V ω.
player 0 is called the winner of a play π i� π ∈W , otherwise player 1 is the winner.
Let X : V → C be a function mapping the vertices to a �nite number of colors C. This func-
tion is called the coloring function. We extend X to play such that X(π) = X(x0)X(x1)....
The winning set WX derived from the Büchi condition is the set that consists of all the
in�nite plays π where Inf(X(π)) ∩ F 6= ∅ for a chosen set F ⊆ C of accepting colors.
The winner of a �nite play is the player whose opponent is unable to move.

De�nition 9: Let A be an arena, σ ∈ {0, 1}, and fσ : V ∗Vσ → V a partial function. A pre�x of
a play π = v0v1...vl is said to be conform with fσ if, for every i with 0 ≤ i < l such that
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vi ∈ Vσ, the function fσ is de�ned at v0...vi and we have vi+1 = fσ(v0...vi). We call fσ a
strategy on U ⊆ V if it is de�ned for every pre�x of a play that is conform with it and
starts in a vertex in U .
For a game G = (A,W ), a strategy fσ on U is a winning strategy if all plays that are
conform with fσ and start in a vertex in U are winning for player σ (i.e. in W i� σ = 0).

Let A = (Σ, D, S, s0, ρ, F ) be an alternating Büchi automaton.
We construct the game GA = ((V0, V1, E),W ) where:

• V0 = {((α1, ..., αk), (αk+1, ...αk′))|∀i, αi ∈ B+(N × S) and ∃i, αi 6∈ {true} ∪ {false} ∪ N ×
S} ∪ {((β1, ..., βk), (βk+1, ...βk′)|∀i, βi ∈ S} ∪ {false}.

• V1 = {((α1, ..., αk), (αk+1, ...αk′))|∀i, αi ∈ {true} ∪ {false} ∪ N× S} ∪ {true}

• E = {(((γ1, ..., γk), (γk+1, ...γk′)), ((γ
′
1, ..., γ

′
k), (γ

′
k+1, ...γ

′
k′)))|

∃i ∈ N,m ≥ 2, φ1, ...φm ∈ B+(N× S), γi =
∨

n=1...m

φn and ∃j, γ′i = φj .∀n 6= i, γ′i = γi}

∪{(((γ1, ..., γk), (γk+1, ...γk′)), ((γ
′
1, ..., γ

′
k), (γ

′
k+1, ...γ

′
k′)))|

∃i ∈ N,m ≥ 2, φ1, ...φm ∈ B+(N×S), γi =
∧

n=1...m

φn and γ′i = φ1, φ2, ..., φm.∀n 6= i, γ′i = γi}

∪{(((α1, ..., αk), (αk+1, ...αk′)), ((β1, ..., βn), (βn+1, ...βn′)))|∀i, αi ∈ {true}∪{false}∪N×S,
and there exists i, {β1, ..., βn} = {qj |j ≤ k and αj = (i, qj)} and {βn+1, ..., βn′} = {qj |j > k
and αj = (i, qj)}}
∪{(((α1, ..., αk), (αk+1, ...αk′)), false)|∃i, αi = false}
∪{(((α1, ..., αk), (αk+1, ...αk′)), true)|∀i, αi = true}
∪{(((q1, ..., qk), (qk+1, ...qk′)), ((φ1, ..., φn), (φn+1, ...φk′)))| there exists a ∈ Σ of arity d such
that for all i, there exists j such that φj = ρ(qi, a, d) and either k>0 then we have j > n i�
i > k or qi ∈ F or k = 0 then we have j ≤ n} .

• The winning condition in this game is derived from a Büchi condition, the coloring function
is X such that X(s) = 0 i� s = ((), (s1, ..., sk)) for some s1, ..., sk ∈ S and k ∈ N∗. 0 is the
only accepting color.

Theorem 5: The language of the automaton A is not empty i� player 0 has a winning strategy
starting from the state ((s0), ()).

The proof is in the appendix 3.
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2 The emptiness problem of qualitative p-automata

2.1 P-automata and acceptance games

De�nition 10: A p-automaton A is a tuple 〈Σ, Q, δ, φin, α〉, where Σ is a �nite input alphabet,
Q is a �nite set of states, δ : Q → B+(Q ∪ JQK), where JQK = {JqK>0, JqK≥1|q ∈ Q}, is the
transition fuction, φin ∈ B+(JQK) the initial condition and α ⊆ Q an acceptance condition.

Intuitively, a state q ∈ Q of a p-automaton and its transition structure model a probabilistic
path set. So JqK./p holds in location s if the measure of paths that begin in s and satisfy q is ./ p
(a path is winning if it visits α in�nitely often).
Formally, for a p-automaton A = 〈Σ, Q, δ, φin, α〉 and a Markov chainM = (S, P, L, sin), we decide
whether A acceptsM by a reduction to a turn-based stochastic Büchi game with obligations (this
reduction was introduced in [2]).
We construct a game GM,A. A con�guration of GM,A corresponds to a subformula appearing in the
transition of A and a location in M . Con�gurations with a term of the form JqK./p correspond to
obligations. All other con�gurations have no obligations. Let GM,A = ((V,E), (V0, V1, Vp), κ,G),
where :

• V = S×cl(δ(Q,Σ)) with cl(Φ) =
∑
φ∈Φ

cl(ϕ) for Φ a set of formulae and for ϕ a formula cl(ϕ)

is the set of subformulae of ϕ.

• V0 = {(s, ψ1 ∨ ψ2)|s ∈ S and ψ1 ∨ ψ2 ∈ cl(δ(Q,Σ))}.

• V1 = {(s, ψ1 ∧ ψ2)|s ∈ S and ψ1 ∧ ψ2 ∈ cl(δ(Q,Σ))}.

• Vp = S × (Q ∪ JQK) represents the set of probabilistic states. From c ∈ Vp, we have a
probability κ(c, c′) to go in c′.

• E = {(s, ψ1 ∧ ψ2); (s, ψi))|i ∈ {1, 2}} ∪ {(s, ψ1 ∨ ψ2); (s, ψi))|i ∈ {1, 2}}∪
{(s, JqK./p), (s′, δ(q, L(s))))|s′ ∈ succ(s)} ∪ {(s, q), (s′, δ(q, L(s))))|s′ ∈ succ(s)}.

• κ((s; q); (s′, δ(q, L(s)))) = κ(s, JqK./p), (s′, δ(q, L(s)))) = P (s, s′).

• G = (α′, O), where

� For q ∈ Q and p ∈ [0; 1] we have (s, q) ∈ α′ ⇔ q ∈ α, (s, JqK./p) ∈ α′ ⇔ q ∈ α.
� For q ∈ Q and p ∈ [0; 1] we have O(s, JqK./p) = ./p. For every other con�guration c, we
have O(c) = ⊥. An obligation raised in a con�guration (s, JqK./p) is satis�ed if, with
the chosen strategy, the measure of paths starting in this con�guration and that reach
a satis�ed obligation or that visit α′ in�nitely often without raising a new obligation
is ./ p.

The Markov chain is accepted if and only if player 0 has a strategy from the con�guration (φin; sin)
in GM,A such that the �rst obligation raised (there is one as φin is a conjonction of elements of
JQK) is satis�ed. The language of A is L(A) = {M |M is accepted}.
We call qualitative a p-automaton were ./ p is restricted to {> 0;≥ 1}.

Theorem 7: Given a p-automaton A = 〈Σ, Q, δ, φin, α〉, its language L(A) is well de�ned.

Theorem 8: Let A = (Σ, Q, δ, φin, α) be a p-automaton, there exists a �nite set of p-automata
Ai = (Σ, Q, δ, φini , α) such that φini is a conjunction over JQK and L(A) 6= ∅ i� ∃i, L(Ai) 6= ∅.
Furthermore, the number of automata Ai is at most exponential in the number of states
of A.
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Theorem 9: Let A = (Σ, Q, δ, φin, α) be a qualitative p-automaton where φin is a conjunction
over JQK then there is a p-automaton A′ = (Σ, Q ∪ {q0}, δ, φina , α) such that L(A) 6= ∅ i�
L(A′) 6= ∅ and φin is a conjunction over JQK that contains at most one literal in {JqK>0|q ∈
Q}.

From now on, when dealing with a qualitative p-automaton, we assume that φin is a conjunction
over JQK and contains at most one literal in {JqK>0|q ∈ Q}.

De�nition 11: A choice is G ∈ 2Q×(Q∪JQK). For a choice G and q ∈ Q, let G(q) = {c|(q, c) ∈ G}.
For an automaton A = 〈Σ, Q, δ, φin, α〉, G ⊆ Q × (Q ∪ JQK) is feasible for a letter a i�
∀q ∈ Q,G(q) = ∅ or G(q) |= δ(q, a).
Let G denote the set of all feasible choices.

De�nition 12: A p-obligation over a set of states Q and an alphabet Σ is a label of the form
(O,Z, k) where O,Z are subsets of Q ∪ JQK, k ∈ Σ.
Clearly the number of such p-obligations is exponential in the number of states of Q and
linear in the size of Σ.

2.2 A complex emptiness game

Let A = (Σ, Q, δ, φin, α) be a qualitative p-automaton.
We construct the game GA = ((V0, V1, E),W ) where:

• V0 = 2Q∪JQK × 2Q∪JQK × {c, n} × 2Q×(Q∪JQK) ∪ 2Q∪JQK × 2Q∪JQK × {c, n} × Σ.

• V1 = 2Q∪JQK × 2Q∪JQK × {p1} × Σ.

• E ={
((O,Z, k,G), (O,Z, p1, a))

∣∣ a ∈ Σ
}

∪
{

((O,Z, p1, a), (O′, Z ′, n, a))

∣∣∣∣ ∃JqK>0 ∈ O ∪ Z,Z ′ = {q},
O′ = O ∩ (Q ∪ JQK≥1) ∪ Z ∩ JQK≥1

}
∪
{

((O,Z, p1, a), (O′, Z ′, c, a))

∣∣∣∣ Z ′ = Z ∩Q,
O′ = O ∩ (Q ∪ JQK≥1) ∪ Z ∩ JQK≥1

}

∪

((O,Z, k, a), (O′, Z ′, k,G))

∣∣∣∣∣∣∣∣
k ∈ {c, n}, G is a choice feasible for a where for all t ∈ O ∪ Z,
q = t if t ∈ Q, JqK./p = t if t ∈ JQK, G(q) |= δ(q, a)
Z ′ =

⋃
q∈Z∩QG(q)

O′ = (
⋃
t∈O∩QG(t)) ∪ (

⋃
q∈(O∪Z)∩JQK≥1

G(q))


Intuitively, con�gurations of the form (O,Z, k,G) are player 0 states, which correspond to
a location of a Markov chain. From such con�gurations, player 0 chooses a letter to label
the location.
In such a con�guration, player 0 needs to show that all the unbounded states in O accept
with probability 1, that all the unbounded states in Z accept with positive probability, and
that all bounded states in both O and Z satisfy their obligations.
Accordingly, after player 0 chooses the letter, the con�guration is a player 1 con�guration of
the form (O,Z, p1, a) and it is the choice of player 1 whether to continue with the same >0
obligation (going to a con�guration of the form (O,Z, c, a)) or to follow a new >0 obligation
(going to a con�guration of the form (O,Z, n, a)).
After the choice of player 1, it is the turn of player 0 to choose how to satisfy the transitions
of all the states of A she is following simultaneously. player 0 does this by making a choice
G feasible for a and moving to a con�guration of the form (O,Z, k,G).
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• Consider a play
π = (O0, Z0, c, ∅), (O0, Z0, p1, a0), (O′0, Z

′
0, k1, a0), (O1, Z1, k1, G1), (O1, Z1, p1, a1)(O′1, Z

′
1, k1)...

A run t0t1t2... is possible in π i� ∀i ≥ 0, ti ∈ Oi ∪ Zi and for ti = qi or ti = JqiK./p we have
(qi, ti+1) ∈ Gi+1.
A run t0t1t2... is bounded i� it is possible in π and ti = JqiK./p in�nitely often
(./p ∈ {>0,≥1}).
A run t0t1t2... is unbounded i� it is possible in π and there exists i such that ∀j > i, tj = qj .
That is, a run is unbounded i� it is not bounded.
A run t0t1t2... is existential i� it is possible in π, unbounded and the last time that ti ∈ JQK,
we have ti = JqiK>0.
A run t0t1t2... is universal i� it is possible in π, unbounded and the last time that ti ∈ JQK,
we have ti = JqiK≥1.
A play is winning for player 0 if all of the following hold:

1. Every bounded run t0t1t2... veri�es ti ∈ α ∪ JαK in�nitely often.

2. Every existential run t0t1t2... veri�es ti ∈ α ∪ JαK in�nitely often.

3. Every universal run t0t1t2... veri�es ti ∈ α ∪ JαK in�nitely often or ki = n in�nitely
often.

Otherwise it is winning for player 1.

Theorem 10: The language of A is not empty i� player 0 has a winning strategy starting from
a location (O, ∅, c, ∅) where O |= φin.

It is the most important result of my internship, you can �nd the proof in the appendix 4.

2.3 Translation to a Parity game

Unfortunately, this game does not follow an usual winning condition. We decided to transform it
to a parity game by making the product of GA with an automaton on words that reads the play,
decides if the play is winning and follows a parity condition.
We �rst construct three automata, each checking one kind of run.

Part 1: the bounded runs

We construct the non-deterministic Parity automaton on words Bb = (Σ′, Q′, δ′, s0, F ) where :

• Q′ = (Q× {v, b}) ∪ {s0, sreject}

• Σ′ = V0 ∪ V1

• For q ∈ Q, a p-obligation (O,Z, k), a choice G and a ∈ Σ,
δ′(s0, (O,Z, k,G)) = {(q, b)|JqK./p ∈ O} if (O,Z, k,G) = (O, ∅, c, ∅) where O |= φin,
δ′(s0, (O,Z, k,G)) = {sreject} in the other case.
δ′((q, v), (O,Z, k,G)) = {(q′, v)|q′ ∈ G(q) ∩Q} ∪ {(q′, b)|Jq′K./p ∈ G(q)}.
δ′((q, b), (O,Z, k,G)) = {(q′, v)|q ∈ α and q′ ∈ G(q) or Jq′K./p ∈ G(q)} ∪ {(q′, b)|q 6∈
α and q′ ∈ G(q) or Jq′K./p ∈ G(q)}.
δ′(sreject, (O,Z, k,G)) = {sreject}.
For i ∈ {v, b}, δ′((q, i), (O,Z, k, a)) = {(q, i)}.
we are in (q, b) if we raised a new obligation recently, we are in (q, v) if we visited α recently.
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• Q× {v} has parity 3, Q \ α× {b} has parity 2 and α× {b, v} has parity 1.

Theorem 11: Let π be an in�nite play, the word associated to π is accepted by Bb i� there is a
bounded run in π that is winning for player 1.

Part 2: the universal runs

We construct the non-deterministic co-Büchi automaton on words Bu = (Σ′, Q′, δ′, s0, F ) where :

• Q′ = (Q× {b, c, n}) ∪ {s0, sreject}

• Σ′ = V0 ∪ V1

• For q ∈ Q, a p-obligation (O,Z, k), a choice G and a ∈ Σ,
δ′(s0, (O,Z, k,G)) = {(q, b)|JqK./p ∈ O} ∪ {(q, c)|JqK≥1 ∈ O} if (O,Z, k,G) = (O, ∅, c, ∅)
where O |= φin, δ′(s0, (O,Z, k,G)) = {sreject} in the other case.
δ′((q, b), (O,Z, k,G)) = {(q′, b)|q′ ∈ G(q) ∩Q or Jq′K./p ∈ G(q)} ∪ {(q′, c)|Jq′K≥1 ∈ G(q)}.
δ′((q, c), (O,Z, k,G)) = {(q′, c)|q′ ∈ G(q) ∩Q, k 6= n} ∪ {(q′, n)|q′ ∈ G(q) ∩Q, k = n}.
δ′((q, n), (O,Z, k,G)) = {(q′, c)|q′ ∈ G(q) ∩Q, k 6= n} ∪ {(q′, n)|q′ ∈ G(q) ∩Q, k = n}.
δ′(sreject, (O,Z, k,G)) = {sreject}.
For i ∈ {b, c, n}, δ′((q, i), (O,Z, k, a)) = {(q, i)}.
we are in (q, b) until we raise the obligation that player 1 wants to follow, then we are in
(q, n) or (q, c) depending on if the last location visited had k = n or not.

• F = (Q× {b, n}) ∪ (α× {c})

Theorem 12: Let π be an in�nite play, the word associated to π is accepted by Bu i� there is
an universal run in π that is winning for player 1.

Part 3: the existential runs

We construct the non-deterministic co-Büchi automaton on words Be = (Σ′, Q′, δ′, s0, F ) where :

• Q′ = (Q× {b, e}) ∪ {s0, sreject}

• Σ′ = V0 ∪ V1

• For q ∈ Q, a p-obligation (O,Z, k), a choice G and a ∈ Σ,
δ′(s0, (O,Z, k,G)) = {(q, b)|JqK./p ∈ O} ∪ {(q, e)|JqK>0 ∈ O} if (O,Z, k,G) = (O, ∅, c, ∅)
where O |= φin, δ′(s0, (O,Z, k,G)) = {sreject} in the other case.
δ′((q, b), (O,Z, k,G)) = {(q′, b)|q′ ∈ G(q) ∩Q or Jq′K./p ∈ G(q)} ∪ {(q′, e)|Jq′K>0 ∈ G(q)}.
δ′((q, e), (O,Z, k,G)) = {(q′, e)|q′ ∈ G(q)}.
δ′(sreject, (O,Z, k,G)) = {sreject}.
For i ∈ {b, e}, δ′((q, i), (O,Z, k, a)) = {(q, i)}.
we are in (q, b) until we raise the obligation that player 1 wants to follow, then we are in
(q, e).

• F = (Q× {b}) ∪ (α× {e})
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Theorem 13: Let π be an in�nite play, the word associated to π is accepted by Be i� there is
an existential run in π that is winning for player 1.

Part 4: application to the game

Let C be the automaton resulting of the complementation of the union of Bb, Be and Bu.

Theorem 14: Let π be an in�nite play, the word associated to π is accepted by C i� this play is
winning for player 0.

Theorem 15: The language of A is not empty i� player 0 has a winning strategy in GA × D
starting from a location ((O, ∅, c, ∅), s0) where O |= φin.

As this game follows an usual acceptance condition, there already exists an algorithm solving
this kind of game.
So, what is the complexity of the algorithm we made for the emptiness problem? If we can prove
that player 0 has a winning strategy in GA×D if and only if he has a memoryless winning strategy
(we are convinced that it is true but we did not prove it yet), then this algorithm is in EXPTIME.
Moreover, [1] gives a polynomial reduction of the satis�ability problem of a PCTL formula to
the emptiness problem of a p-automaton. As the satis�ability problem for qualitative PCTL is
EXPTIME-complete (see [7]), this implies that the emptiness problem for qualitative p-automaton
is EXPTIME-hard. Thus, assuming that our conjecture holds, it is EXPTIME-complete.
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3 Linked problems

The former theorem gives an algorithm that decides if a Markov chain is accepted by a qualitative
p-automaton. We then tried to make games that give a more precise answer.

3.1 Emptiness game, �nite case

Can we change the former game so that player 0 would have a winning strategy in the game if
and only if the p-automaton accepts a �nite Markov chain? Here is the game that we created to
answer this question.

Let A = (Σ, Q, δ, φin, α) be a qualitative p-automaton.
We construct the game GA = ((V0, V1, E),W ) where:

• V0 = 2Q∪JQK × 2Q∪JQK × {c, n, ce, ne} × 2Q×(Q∪JQK) ∪ 2Q∪JQK × 2Q∪JQK × {c, n, ce, ne} × Σ.

• V1 = 2Q∪JQK × 2Q∪JQK × {p1, o, e} × Σ.

• E ={
((O,Z, k,G), (O,Z, p1, a))

∣∣ k ∈ {c, n}, a ∈ Σ
}

∪
{

((O,Z, k,G), (O,Z, o, a))
∣∣ k ∈ {c, n}, a ∈ Σ

}
∪
{

((O,Z, p1, a), (O′, Z ′, c, a))

∣∣∣∣ Z ′ = Z ∩Q,
O′ = O ∩ (Q ∪ JQK≥1) ∪ Z ∩ JQK≥1

}
∪
{

((O,Z, p1, a), (O′, Z ′, n, a))

∣∣∣∣ ∃JqK>0 ∈ O ∪ Z,Z ′ = {q},
O′ = O ∩ (Q ∪ JQK≥1) ∪ Z ∩ JQK≥1

}

∪

((O,Z, k, a), (O′, Z ′, k,G))

∣∣∣∣∣∣∣∣
k ∈ {c, n}, G is a choice feasible for a where for all t ∈ O ∪ Z,
q = t if t ∈ Q, JqK./p = t if t ∈ JQK, G(q) |= δ(q, a)
Z ′ =

⋃
q∈Z∩QG(q)

O′ = (
⋃
t∈O∩QG(t)) ∪ (

⋃
q∈(O∪Z)∩JQK≥1

G(q))


∪
{

((O,Z, o, a), (O′, Z ′, c, a))

∣∣∣∣ Z ′ = Z ∩Q,
O′ = O ∩ (Q ∪ JQK≥1) ∪ Z ∩ JQK≥1

}
∪
{

((O,Z, o, a), (O′, Z ′, n, a))

∣∣∣∣ ∃JqK>0 ∈ O ∪ Z,Z ′ = {q},
O′ = O ∩ (Q ∪ JQK≥1) ∪ Z ∩ JQK≥1

}
∪
{

((O,Z, o, a), (O′, Z ′, ∅, ce, a))

∣∣∣∣ Z ′ = Z ∩Q,
O′ = O ∩ (Q ∪ JQK≥1) ∪ Z ∩ JQK≥1

}
∪
{

((O,Z, o, a), (O′, Z ′, Z ′′, ne, a))

∣∣∣∣ Z ′ = Z ∩Q,∃JqK>0 ∈ O ∪ Z,Z ′′ = {q},
O′ = O ∩ (Q ∪ JQK≥1) ∪ Z ∩ JQK≥1

}
∪
{

((O,Z1, Z2, k,G), (O,Z1, Z2, e, a))
∣∣ k ∈ {ce, ne}, a ∈ Σ

}
∪
{

((O,Z1, Z2, e, a), (O′, Z ′1, Z
′
2, ce, a))

∣∣∣∣ Z ′i = Zi ∩Q,
O′ = O ∩ (Q ∪ JQK≥1) ∪ Z ∩ JQK≥1

}
∪
{

((O,Z1, Z2, e, a), (O′, Z ′1, Z
′
2, ne, a))

∣∣∣∣ Z ′1 = Z1 ∩Q,∃JqK>0 ∈ O ∪ Z1 ∪ Z2, Z
′
2 = {q},

O′ = O ∩ (Q ∪ JQK≥1) ∪ (Z1 ∪ Z2) ∩ JQK≥1

}

∪

((O,Z1, Z2, k, a), (O′, Z ′1, Z
′
2, k,G))

∣∣∣∣∣∣∣∣∣∣

k 6= e,G is a choice feasible for a where for all
t ∈ O ∪ Z1 ∪ Z2,
q = t if t ∈ Q, JqK./p = t if t ∈ JQK, G(q) |= δ(q, a)
Zi =

⋃
q∈Zi∩QG(q)

O′ = (
⋃
t∈O∩QG(t)) ∪ (

⋃
q∈(O∪Z1∪Z2)∩JQK≥1

G(q))


The game starts similarly as the previous one: in (O,Z, k,G), player 0 chooses a letter that
leads to (O,Z, p1, a) where player 1 chooses the >0 obligation that he wants to follow and
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in (O,Z, k, a), player 0 creates the choice feasible for a.
But from a con�guration (O,Z, k,G), player 0 can also go to a con�guration of the form
(O,Z, o, a). This o�ers the choice to player 1 to either continue the �rst phase by going to
a location (O′, Z ′, k, a) with k ∈ {c, n} or to go to the second phase by choosing a location
(O′, Z ′, Z ′′, k, a) with k ∈ {ce, ne}. From this point onwards, the only con�gurations visited
have the form (O,Z1, Z2, k, a) and (O,Z1, Z2, k,G) with k ∈ {ce, ne, e} corresponding to an
end component of the input Markov chain. Player 0 chooses a letter in (O,Z1, Z2, k,G) and
a choice in (O,Z1, Z2, k, a) with k ∈ {ce, ne} and player 1 chooses which obligation he wants
to follow in Z2. It is similar to the previous game except that player 1 can not change the
obligation in Z1 and he can add another obligation in Z2, player 0 has to follow Z1 and Z2

simultaneously.

• The de�nitions of play, possible, bounded, unbounded, universal and existential run are as
before.
A play is winning for player 0 if all of the following hold:

1. If there is an existential run in this play, there exists i ∈ N such that ki = e or ki = o
in�nitely often.

2. Every bounded run t0t1t2... veri�es ti ∈ α ∪ JαK in�nitely often.

3. Every existential run t0t1t2... veri�es ti ∈ α ∪ JαK in�nitely often.

4. Every universal run t0t1t2... veri�es ti ∈ α ∪ JαK in�nitely often or ki = n or ki = ne
in�nitely often.

Otherwise it is winning for player 1.

We are currently trying to prove the following conjecture: the language of A contains a
�nite Markov chain i� player 0 has a winning strategy starting from a location (O, ∅, c, ∅)
where O |= φin.

3.2 Emptiness game, bounded case

A bounded Markov chain is a potentially in�nite Markov chain such that there exists ε > 0
inferior to the probability of every transition of the Markov chain. So the question is now : can
we change the former game so that player 0 would have a winning strategy in the game if and
only if the p-automaton accepts a bounded Markov chain? Here is the game that we created to
answer this question.

Let A = (Σ, Q, δ, φin, α) be a qualitative p-automaton.
We construct the game GA = ((V0, V1, E),W ) where:

• V0 = 2Q∪JQK×2Q∪JQK×2Q∪JQK×{p1
0, p

2
0}×2Q×(Q∪JQK)∪2Q∪JQK×2Q∪JQK×2Q∪JQK×{p1

0, p
2
0}×Σ.

• V1 = 2Q∪JQK × 2Q∪JQK × 2Q∪JQK × {p1
1, p

2
1} × Σ.
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• E ={
((O,Z, ∅, p1

0, G), (O,Z, ∅, p1
1, a))

∣∣ a ∈ Σ
}

∪
{

((O,Z, ∅, p1
0, G), (O,Z, ∅, p2

1, a))
∣∣ a ∈ Σ

}
∪

((O,Z, ∅, p1
0, a), (O′, Z ′, ∅, p1

0, G))

∣∣∣∣∣∣∣∣
G is a choice feasible for a where for all t ∈ O ∪ Z,
q = t if t ∈ Q, JqK./p = t if t ∈ JQK, G(q) |= δ(q, a)
Z ′ =

⋃
q∈Z∩QG(q)

O′ = (
⋃
t∈O∩QG(t)) ∪ (

⋃
q∈(O∪Z)∩JQK≥1

G(q))


∪
{

((O,Z, ∅, p1
1, a), (O′, Z ′, ∅, p1

0, a))

∣∣∣∣ Z ′ = Z ∩Q or ∃JqK>0 ∈ O ∪ Z,Z ′ = {q},
O′ = O ∩ (Q ∪ JQK≥1) ∪ Z ∩ JQK≥1

}
∪
{

((O,Z1, Z2, p
2
0, G), (O,Z1, Z2, p

2
1, a))

∣∣ a ∈ Σ
}

∪

((O,Z1, Z2, p
2
1, a), (O′, Z ′1, Z

′
2, p

2
0, a))

∣∣∣∣∣∣∣∣
Z ′1 = Z1 or Z ′1 = Z2

or ∃JqK>0 ∈ O ∪ Z1 ∪ Z2, Z
′
1 = {q}

and Z ′2 = Z2 or Z ′2 = ∅
or ∃JqK>0 ∈ O ∪ Z1 ∪ Z2, Z

′
2 = {q}


∪

((O,Z1, Z2, p
2
0, a), (O′, Z ′1, Z

′
2, p

2
0, G))

∣∣∣∣∣∣∣∣
G is a choice feasible for a where for all t ∈ O ∪ Z,
q = t if t ∈ Q, JqK./p = t if t ∈ JQK, G(q) |= δ(q, a)
Z ′1 = (

⋃
q∈Z1∩QG(q)), Z ′2 = (

⋃
q∈Z2∩QG(q))

O′ = (
⋃
q∈O∩QG(q)) ∪ (

⋃
JqK≥1∈(O∪Z1∪Z2)G(q))


This game has two phases. In the �rst phase, player 0 chooses the letter and creates the
choice while player 1 decides which >0 obligation he wants to follow. It is as before except
that we do not check whether the >0 obligation is a new one or the continuation of an old
one. Thus we only use p1

0 and p1
1 to determine if it iss a player 0 or player 1 location.

After a �nite time, player 0 decides to start the second phase by going in a con�guration
of the form (O,Z, ∅, p2

1, a) from a con�guration of the form (O,Z, ∅, p1
0, G). In this second

phase, player 1 can follow a second obligation in Z2. player 0 must be able to win (by
visiting α in�nitely often in every run) if player 1 decides to keep only Z1 or Z2.

• The de�nition of play, possible, bounded, unbounded, universal and existential run is as
before.
A play is winning for player 0 if all of the following hold:

1. There exists i ∈ N such that ki = p2
1.

2. Every possible run t0t1t2... veri�es ti ∈ α ∪ JαK in�nitely often.

Otherwise it is winning for player 1.

We are currently trying to prove the following conjecture: the language of A contains a
bounded Markov chain i� player 0 has a winning strategy starting from a location (O, ∅, ∅, p1

0, ∅)
where O |= φin.

3.3 Emptiness game for p-automata

We made games for qualitative p-automata, can we make a game for automata without the
qualitative hypothesis? Here are some ideas to prove the question undecidable. My goal was to
reduce the acceptance of p-automata to a variant of the Post Correspondence Problem.

Let Σ be an alphabet.
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We de�ne a function h such that for w ∈ Σ∗, a ∈ Σ, f, g functions from Σ∗ to {1; 2}∗ and k =

maxa∈Σ,v∈{f ;g}(|v(a)|+ 1), h(f, g, ε) = 0 and h(f, g, aw) = i(f(a)) + h(f,g,w)
3k

(1− i(f(a))− i(g(a)))

where for a1...an ∈ {1; 2}, i(a1...an) =
1

2

n∑
i=0

ai
3i
.

The following conjecture is close to the Post Correspondence Problem but we were not able
to prove it for now.

Conjecture: The following problem is undecidable: Given two morphisms f and g from words on
a �nite alphabet Σ to {1; 2}∗, does there exist n ∈ N, words w1, ...wn ∈ Σ+ and probabilities
α1...αn ∈ R+ such that α1h(f, g, w1) + ...αnh(f, g, wn) = α1h(g, f, w1)...αnh(g, f, wn)?

For two morphisms f and g from words on a �nite alphabet Σ to {1; 2}∗, k =
maxa∈Σ,v∈{f ;g}(|v(a)| + 1), we create the p-automaton A = {{p, p′, c, c′, f, f ′} ∪ Σ, Q, δ, φin, ∅}
where:

• Q = {q, q′, qf , qf ′ , qc, qp, qp′ , qc′ , ql}

• φin = JqlK≥1 ∧ JqK≥ 1
2
∧ Jq′K≥ 1

2

• δ(q, f) = δ(q, p) = δ(q, c) = true = δ(q′, f ′) = δ(q′, p′) = δ(q′, c′)
∀a ∈ Σ, δ(q, a) = q, δ(q′, a) = q′

δ(qf , f) = true = δ(qf ′ , f
′) = δ(qc, c) = δ(qc′ , c

′) = δ(qp, p) = δ(qp′ , p
′)

For every a ∈ Σ, δ(ql, a) = ∗(JqcK≥h(f,g,a), Jqc′K≥h(g,f,a), JqpK≥ 3k−1
2

1−h(f,g,a)−h(g,f,a)

3k

,

Jqp′K≥ 3k−1
2

1−h(f,g,a)−h(g,f,a)

3k

, JqlK≥ 1−h(f,g,a)−h(g,f,a)

3k
) ∨ ∗(JqcK≥h(f,g,a), Jqc′K≥h(g,f,a),

JqpK≥ 3k−1
2

1−h(f,g,a)−h(g,f,a)

3k

, Jqp′K≥ 3k−1
2

1−h(f,g,a)−h(g,f,a)

3k

, Jqf K≥ 1−h(f,g,a)−h(g,f,a)

2∗3k
, Jqf ′K≥ 1−h(f,g,a)−h(g,f,a)

2∗3k
).

Every non noti�ed transition is false.

Theorem 16: The p-automaton A recognizes a Markov chain i� there exist w1, ...wn ∈ Σ+,
α1, ..., αn ∈ R+ such that α1h(f, g, w1) + ... + αnh(f, g, wn) = α1h(g, f, w1) + ... +
αnh(g, f, wn).

Thus if the previous conjecture is right we get:

Corolary: The emptiness problem for p-automaton is undecidable.

While trying to prove the conjecture we discovered the two following theorems.

Theorem 17: There exist n ∈ N∗, w1, ...wn ∈ Σ+ and α1, ..., αn ∈ R+ such that

α1h(f, g, w1) + ...+ αnh(f, g, wn) = α1h(g, f, w1) + ...+ αnh(g, f, wn)

i� there exist m ∈ N∗ and w1, ...wm ∈ Σ+, such that

h(f, g, w1) + ...+ h(f, g, wm) = h(g, f, w1) + ...+ h(g, f, wm).

Quick proof: As the words are �nite, ∀w ∈ Σ∗, h(f, g, w) ∈ Q. Consequently, if there exist n,αi
and wi such that α1h(f, g, w1) + ...+ αnh(f, g, wn) = α1h(g, f, w1) + ...+ αnh(g, f, wn), we
could choose such αi in Q. By multiplying both sides by the denominator, the αi could be
in N. We could thus emulate αi by repeating wi.
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Theorem 18: If the alphabet Σ (used by f and g) is possibly in�nite, then for every n ∈ N,
the following question is undecidable: does there exist m ≤ n,w1, ...wm ∈ Σ+, such that
h(f, g, w1) + ...+ h(f, g, wm) = h(g, f, w1) + ...+ h(g, f, wm)? .

Quick proof: Let Σ a �nite alphabet. Let f, g : Σ∗ → {1, 2}∗ be two morphisms. The words
on Σ are numerable. We give them an order: Σ∗ = {w1, w2, ...}, we will call the alphabet
where the wi are the letters Σ′. We create two morphisms f ′ and g′ from Σ′ to {1, 2}∗ such
that f ′(wi) = 1max(|f(w1)|,|g(w1)|)1n1max(|f(w2)|,|g(w2)|)1n...1max(|f(wi−1)|,|g(wi−1)|)1nf(wi).
There exist words m ≤ n and w1, ..., wm ∈ Σ′ such that h(f ′, g′, w1) + ... + h(f ′, g′, wm) =
h(g′, f ′, w1) + ...+ h(g′, f ′, wm) i� there exists one word w ∈ Σ+ such that f(w) = g(w).
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Conclusion

We made the �rst algorithm dealing with the emptiness of a qualitative p-automaton. This
algorithm is likely to be in EXPTIME, thus the problem would be EXPTIME-complete. This
algorithm can also be used to decide the satis�ability problem of a qualitative PCTL formula.
But the question for a general p-automaton stays open. That is not surprising as the satis�ability
problem for PCTL formulae is a long-standing open problem. There is still a lot to do on this
one and some optimization can still be done in the qualitative case.

This internship not only allowed me to con�rm my interest in game and automata theory but
also to see the importance of writing clearly the proofs. As we aim to write an article around the
emptiness problem for p-automaton when the bounded and �nite case will be dealt with, we had
to make sure that our proofs were good obviously but also easy to understand. Thus I had to
redo my drafts again and again. And I am still redoing them now.
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Appendix 1: Determinisation on in�nite words.

Theorem 1: Let M = (Σ, S, I, ρ, F ) be a non-deterministic Büchi automaton, there exists a
deterministic Rabin automaton M ′ = (Σ, S′, s0, ρ

′, F ′) such that L(M) = L(M ′).

In order to get rid of the non-determinism, we have to follow all the runs of the automa-
ton (which already implies an exponential blowup of the number of states). But we also
want to see clearly which run visits an accepting state, which is a "good" thing, and which
run cannot be followed anymore and gets erased, which is a "bad" thing. We keep this infor-
mation in memory in the form of a tree; a node gets a son when it goes through an accepting state.

De�nition: A memory tree over a set of states S is a tree whose nodes have names in
{1, ..., |S|} and labelled in (2S \ ∅)×{0; 1}, if (u,n) is a label of a node and (v,m) the label of one
of its children then v ( u and two brothers have disjoint labels.

Theorem: Those trees are well de�ned; they can not have more than |S| nodes.

Proof: We proceed by induction on n = |S|.
If n=1, the only possible memory tree is the root labelled by the only state of S.
If the theorem is true for n ∈ N, let T be a memory tree on S where |S| = n+ 1. Let s be the root
of T and (s1, ..., sk) be his children. The subtrees Ti of T whose roots are si have disjoint labels.
Thus we can create sets of states S1, ..., Sk such that ∀i 6= j, Si∩Sj = ∅, Si ( S and Ti is a memory
tree over Si. By induction, as |Si| ≤ n, the subtree Ti has at most |Si| nodes. As the label of s is a
strict superset of the label of its children, |S1|+|S2|+...+|Sk| ≤ n. Thus T has at most n+1 nodes.

Corollary: There is a �nite number of memory trees over a set of states S.

Theorem: Let M = (Σ, S, I, ρ, F ) be a non-deterministic Büchi automaton, there exists
a deterministic Rabin automaton M ′ = (Σ, S′, s0, ρ

′, F ′) such that L(M) = L(M ′).

Proof:

We construct an equivalent deterministic Rabin automaton M ′ = (Σ, S′, s0, ρ
′, F ′) where :

• S' is the set of memory trees over S. We assume that S = {1, ..., n}.

• s0 is the memory tree with only the root labelled by (I,0).

• We realize the transition ρ′ at a state t for an input a following these steps :

1. Replace the label (u, k) of every node by(
⋃
q∈u

ρ(q, a), 0).

2. For every node with label (u, k) where u ∩ F 6= ∅, we create a new child whose name
has to be higher than all existing brothers and label is u∩F . We can temporarily give
a name that's over n.

3. If s and t are brothers with label (u, k) and (v,m) and s is the older one (its name is
smaller), we replace v by v − u. We also remove the states in u from the labels of the
descendants of t.

4. Remove the nodes with empty label.

5. If a node s with label (u, k) veri�es u is equal to the union of the �rst term of the labels
of its children, remove its descendants and replace k by 1.
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6. Change the name of the nodes so as to leave no gaps while conserving the order (this
way a node's name can only decrease).

• F = {(E1, F1), ..., (En, Fn)} where Ei is the set of memory trees without node i and Fi is
the set of memory tree where the label (u, k) of the node i veri�es k = 1.

The transition function gives a memory tree. Indeed, step 3 assures that brothers have
disjoint labels, step 4 assures that every label is in 2S \ ∅, step 5 assures that a father is a proper
superset of its children and step 6 puts their names in {1, ..., n}.

Moreover, the language of M and M' are the same.
L(M) ⊆ L(M ′): let σ be an accepting run of M on a word w. The root always exists as he always
contains at least the state of the run σ. If the label (u, k) of the root veri�es in�nitely often
k = 1, the run of M ′ on w is accepting. If not, there exists a time t0 after which k 6= 1. As σ
visits in�nitely many accepting states, the root will have at least one child after t0, let us say at
a time t1. From this moment onwards, the root will always have at least one child. Indeed, the
older child can not be removed except through the application of 5 which would assign k to 1.
The states followed by the run σ can move with the application of 3 to an older brother only. It
will thus end in a node that will never be removed. By repeating this process, if we do not �nd a
node with label (v,m) such that v is in�nitely often equal to 1, we get a tree with in�nite depth.
The depth of the tree is bounded as there is a �nite number of memory trees. Therefore we reach
such a node and the run is accepting.

L(M ′) ⊆ L(M): Let σ′ be an accepting run of M ′ on a word w. There is in σ′ a node v
with label (u(t),k(t)) at time t that has in�nitely often k(t) = 1 and is �nitely often removed.
Thus there exists a time t0 such that v always exists after t0 and k(t0) = 1. As v is labelled by
the iteration of application of ρ and the deletion of some of the elements created, for every state
s ∈ u(t0), there exists a run σ on M such that σ(t0) = s. Let t1 be a time posterior to t0 where
k = 1. For every state t ∈ u(t1) there exists a run σ such that σ(t0) ∈ u(t0), σ(t1) = t and σ
visited F between t0 and t1 because k(t1) = 1 = k(t0).
Let t0, t1, ... be the time where k = 1. By iterating the process, for every n ∈ N and state s ∈ tn
we can construct a run σ such that σ(tn) = s and σ visited F at least n times. By taking the
limit, we can create a run visiting F in�nitely often; w ∈ L(M).

Appendix 2: Equivalence between alternating and non-

deterministic automata on trees

L(non-deterministic) ⊆ L(alternating)

Theorem: For every non-deterministic Büchi automaton on D-trees A there exists an alternating
Büchi automaton on D-trees A′ such that L(A)= L(A′).

Proof:

Let A = (Σ, D, S, S0, ρ, F ) be a non-deterministic Büchi automaton on D-trees.
We construct an equivalent alternating Büchi automaton A′ = (Σ, D, S ∪ {s0}, s0, ρ

′, F ′) where

• F ′ = F if S0 ∩ F = ∅, otherwise F ′ = F ∪ {s0}.

• for s ∈ S, a ∈ Σ of arity k, ρ(s, a, k) =
⋃

j=1...n

{(sj1, ...s
j
k)},

20



we set ρ′(s, a, k) =
∨

j=1...n

∧
i=1...k

(i, sji ).

and ρ′(s0, a, k) =
∨

{sj1,...,s
j
k}∈ρ(s,a),s∈S0

∧
i=1...k

(i, sji ).

A′ is an alternating automata on D-trees and L(A′) = L(A). This construction works for �nite
and in�nite trees. Indeed, except for the initial state, the run trees are identical. The tree ε is
accepted in A i� it is accepted in A′ (we added s0 to F if it was necessary).

L(alternating) ⊆ L(non− deterministic)

Finite acceptance condition

Theorem: For every alternating automaton on �nite D-trees A there exists a non-deterministic
automaton on D-trees A′ such that L(A)= L(A′).

Proof :
Let A = (Σ, D, S, s0, ρ, F ) be an alternating automaton.
We construct an equivalent non-deterministic Büchi automaton A′ = (Σ, D, S′, {{s0}}, ρ′, F ′)
such that

• S′ = 2S .

• F ′ = 2F .

• For every Q ∈ S′, a ∈ Σ and arity k ∈ D,

ρ′(Q, a, k) = {(Q1, ..., Qk)|∃Y ⊆ D × S, Y |=
∧
q∈Q

ρ(q, a, k) and Qi = {s|(di, s) ∈ Y }}.

L(A′) = L(A).
Indeed : let (T,V) be a Σ−labelled D-tree and (Tf , f) an accepting run tree on (T,V) of A.
Let (T,r) the labelled D-tree over S' such that :

• r(ε) = {s0}

• Let x a node of T. There exists Y = {(c1, s
1
1), ..., (c1, s

m1
1 ), ..., (cn, s

mn
n )} such that

∀s ∈ r(x), Y |= ρ(s, V (x)). And ∀i = 1...n, r(x.i) = {s ∈ S|(ci, s) ∈ Y }.

This labelled D-tree over S' is a possible run of (T,V) in A′.

Conversely, we can convert a run of A′ to a run of A :
Let (T,V) be a Σ−labelled D-tree and (T, r) an accepting run tree on (T,V) of A′.
Let (Tf , f) be the T × S−labelled D-tree such that :

• f(ε) = (ε, s0)

• Let x a node of T, f(x) = (b,a). There exist S1, ..., Sn such that ρ(a, V (b)) = (S1, ..., Sn).

And Di = {(i, s)|s ∈ Si}. D =
⋃

i=1...n

Di = ((c1, s1), (c2, s2), ..., (ck, sk)). Finally, ∀i =

1...k, f(x.i) = (b.ci, si).
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This labelled D-tree over T × S is a possible run of (T,V) in A.

This run is accepting in A i� it is accepted in A′ : ∀x ∈ T, r(x) = {s ∈ S|(x, s) ∈ Tf}. Thus
every leaf is accepting in (T,r) i� every leaf is accepting in (Tf , f).

Büchi acceptance condition

Theorem: For every alternating Büchi automaton on D-trees A there exists a non-deterministic
Büchi automaton on D-trees A′ such that L(A)= L(A′).

Proof :
Every branch must either stop by reading true or visit in�nitely many accepting state. But
nothing ensures that they visit the accepting state at the same time. We change the automaton
so that it remembers which branches recently went through an accepting state and when every
one went through an accepting state of the previous construction, they visit an accepting state
of the new automaton. If every branch visits an in�nity of previously accepting state, the new
branches will visit an in�nite number of now accepting state.
Let A = (Σ, D, S, s0, ρ, F ) be an alternating Büchi automaton.
Let A′ = (Σ, D, S′, ({s0}, ∅), ρ′, F ′) such that

• S′ = 2S × 2S

• F ′ = {∅} × 2S

• For U 6= ∅, V ⊆ S, ρ′((U, V ), a, k) = {(U ′, V ′)| there exist Xi, Yi ⊆
S such that (X1, ..., Xk) ∈ ρ′(U, a, k) and (Y1, ..., Yk) ∈
ρ′(V, a, k) with the ρ′ de�ned in the �nite case. And ∃i, U ′ = Xi∩F , V ′ = Yi∪(X∩F )}∩U ′i .
ρ′((∅, V ), a, k) = {(U ′, V ′)| there exist Yi ⊆ S such that (Y1, ..., Yk) ∈ ρ′(V, a, k) with the ρ′

de�ned in the �nite case. And U ′ = Yi ∩ F , V ′ = Yi ∩ F ∩ U ′i}.

Remark: As we only use the state (U,V) such that U ∩ V = ∅. We can reduce S to only have
n∑
k=0

(
n

k

)
2n−k = (2 + 1)k = 3k states.

Then L(A′) = L(A):
Let (T,V) a labelled D-tree over Σ. (Tf , f) the run tree of (T,V) in A.
Let (T,r) the labelled D-tree over S' such that :

• r(ε) = ({s0}, ∅)

• Let x be a node of T, r(x) = (P,Q). There exists X = {(c1, s
1
1), ..., (c1, s

m1
1 ), ..., (cn, s

mn
n )}

such that
∀s ∈ P,X |= ρ(s, V (x)), Y = {(c′1, s′11 ), ..., (c′1, s

′m′1
1 ), ..., (c′n, s

′m′n
n )} such that

∀s ∈ Q,Y |= ρ(s, V (x)).
If P = ∅, then ∀i = 1...n, r(x.i) = ({s ∈ S − F |(ci, s) ∈ Y }, {s ∈ S ∩ F |(ci, s) ∈ Y }).
If P 6= ∅, then ∀i = 1...n, r(x.i) = ({s ∈ S − F |(ci, s) ∈ X}, {s ∈ S ∩ F |(ci, s) ∈ X} ∪ {s ∈
S|(ci, s) ∈ Y }).
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This labelled D-tree over S' is a possible run of (T,V) in A′.

Conversely, we can convert a run in A′ in a run in A :
Let (T,V) a labelled D-tree over Σ. (T, r) the run tree of (T,V) in A′.
Let (Tf , f) the labelled D-tree over T × S such that :

• f(ε) = (ε, s0)

• Let x a node of T, f(x) = (b,a). There exists S1, ..., Sn, T1, ..., Tn such that ρ(a, V (b)) =

((S1, T1), ..., (Sn, Tn)). And Di = {(i, s)|s ∈ Si ∪ Ti}. D =
⋃

i=1...n

Di =

((c1, s1), (c2, s2), ..., (ck, sk)). Finally, ∀i = 1...k, f(x.i) = (b.ci, si).

This labelled D-tree over T × S is a possible run of (T,V) in A.

This run is accepting in A i� it is accepted in A′.
Indeed, let (T,V) a labelled D-tree over Σ acceted by A. Let P be an in�nite branch of (T,V). As
A accepts (T,V), for every in�nite branch Q in (Tf , f) of projection P on T, there exist in�nitely
many x ∈ Q such that r(x) ∈ F . Let (T,r) the run on A′. Suppose that there exists i0 such
that for every i ≥ i0, r(xi) = (Ui, Vi) où xi is the ith node of the branch and Ui 6=. Thus there
exists s ∈ Ui+1 whose parent is in Ui for every i ≥ i0. Those states represent an in�nite branch of
(Tf , f) that must be accepting. Thus it is impossible. Ui is in�nitely often empty.
Conversely, let (T,V) a labelled D-tree over Σ acceted by A′. Let P be an in�nite branch of (Tf , f).
This branch corresponds to an in�nite branch Q in (T,V) that is accepted in A. Moreover, for
every x ∈ P , f(x) = (a,s) and s ∈ r(a). As there are an in�nity of those s that are in an accepting
state of A, this branch is accepted in A′.

Appendix 3: emptiness of alternating Büchi tree automata

Theorem 5: The language of the automaton A is not empty i� player 0 has a winning strategy
starting from the state ((s0), ()).

Intuitively, this game lets player 1 choose which branch of the tree to follow while player 0
chooses the letter of the tree and take care of the disjunction in the formulae. A conjunction is
not a choice of player 1: we follow all conjunctions simultaneously.

Player 1 choices are limited to a number i or a boolean. For a play π, we will denote by
wπn what was chosen by player 1 up until its n′th choice in a game (i.e. : wπn = b ∈ {true, false}
if the last choice of player 1 was b and wπn = εi1...in if player 1 chose n numbers i1, ..., in). We
can remark that if wπi is not a boolean, it directs us to the i′th node of the tree that is explored
or to the associated set of nodes in the tree representing the run of the alternating automata.

If (Tr, r) is an accepting run of (T,V), then there exists a strategy f for player 0 such that for
every play π conform to f, if n is the number of times player 1 played, then the actual position is
either

• true,
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• ((φ1, ..., φk), (φk+1, ..., φk′)) where ∀i, φi is one of the states of the nodes represented by wπn
in (Tr, r)

• or ((φ1, ..., φk), (φk+1, ..., φk′)) which veri�es : let H = {q1, ..., qm} be the label of the
children of wπn in (Tr, r), for every i = 1...k′, H |= φi.

In the initial position (q0 is the state of ε = wπ0 ), player 0 can choose the letter a = V (ε) ∈ Σ
and goes to ((ρ(s0, a, arity(ε))), ()). This formula is satis�ed by the sons of ε because (Tr, r) is
an accepting run.
If the current position is true, then we cannot move from it.
If the current position represents the states of wπn in (Tr, r): (q1, ..., qk′), then we can only go to
positions of the form ((ρ(q1, a, d), ..., ρ(qk, a, d)), (ρ(qk+1, a, d), ..., ρ(qk′ , a, d))) where a is a letter
of arity d. As (Tr, r) is an accepted run and wπn represents the set of states associated with one
particular node of T called x, there exists a ∈ Σ such that all the formulae created are satis�ed
by the sons of wπn: a = V (x).
In the last case, if the position belongs to player 0, either all the formulae are true then we go to

true (there cannot be any false), or one formula has the form φi =
∨

n=1...m

ψn, as φi is satis�ed,

there exists j such that ψj is satis�ed and player 0 can choose to go in this state or one formula

has the form φi =
∧

n=1...m

ψn and as φi is satis�ed, every ψj is satis�ed, we can replace φi by all

its components.
If the position belongs to player 1, then player 1 will go to true or choose a direction i and keep
all the states that are in this direction. As the states are satis�ed by the children of wπn, they are
all children of wπn. Keeping the children in the direction i means keeping states represented in
(Tr, r) by w

π
n+1.

This strategy is winning because for one play π conform to this strategy, if we do not end in
true, then we visit the branch P = {wπi |i ∈ N} of T. Every branch associated to P in Tr visits
F in�nitely often. Thus supposing that the play stop going to states of the form ((), (s1, ..., sk))
(for si ∈ S) means there is a path that stays on the �rst part and do not go to any accepting
state anymore which is not possible.

If player 0 has a winning strategy f from the state ((s0), ()), then we create an accepting run
(Tr, r) where :

• the initial state is labelled (ε, s0).

• for a state labelled by (x, q) where x is associated to εi1...ik in T , let π be a play conform
to f such that either there exists n < k where wπn = εi1...in and wπn = true or wπk = εi1...ik.
In the �rst case we do not need to add children to this node, in the second we choose for
children in the direction i the states that appears in the location reached next if player 1's
choice is i.

This run is accepting because if a branch is not acepting, then there would be a play conform to f
where this branch is followed among others and after a time, the state in this branch would never
meet an accepting state and thus stay in the left part of the position of the play making this play
a winning play for player 1.
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Appendix 4: a complex emptiness game

Theorem 10: The language of A is not empty i� player 0 has a winning strategy starting from
a location (O, ∅, c, ∅) where O |= φin.

If the language of the p-automaton A is not empty then we can �nd a winning strategy for player 0.

Let M = (S, P, L, sin) be a Markov chain accepted by A. Let val(s,q) denote the value of the
con�guration (s,q) in the game GA×M showing that A accepts M. Let g be a winning strategy of
player 0 in GA×M .
During one play, we associate every location visited in GA with a set H of con�gurations in
GA×M and a path Γ in the Markov chain. The initial location is (O, ∅, c, ∅) such that O |= φin,
for every JqK≥1 ∈ O, val(sin, q) = 1 and for every JqK>0 ∈ O, val(sin, q) > 0. Such O exist as M
is accepted by A. We associate this location with the set H = {(sin, t)|t ∈ O} and with the path
Γ =sins1s2... such that every play in GA×M conforming with g, which starts in locations of H
and which takes the probabilistic transitions that follow the path Γ, is winning.
Such a Γ exists. Indeed, there is at most one >0 obligation JqK>0, the measure of the set H ′ of
paths starting in sin and winning for q is α = val(sin, q) > 0 (if q does not exist, then α = 1).
For every ≥1 obligation q′ we remove from H ′ the paths that are not winning for q′. The set of
removed paths has measure 0 as q′ wins on a set of measure 1. So we remove a �nite number
of set of paths from H ′, every one of which has measure 0, thus we obtain a set H ′′ which has
measure α too. As this set has strictly positive measure, it contains at least one path Γ. This
path satis�es every obligation as it is in H ′′.

For a location (O,Z, k,G), H the associated set of con�gurations and Γ the associated
path, player 0 has to choose a letter a. Let s be the �rst state of the path Γ. We choose the label
of s for the letter a. We associate the location reached with the same set of con�guration and the
same path.

For a location (O,Z, p1, a), Γ the associated path and H the associated set of con�gura-
tions, player 1 will choose which >0 obligation he wants to follow and thus choose a new
location (O′, Z ′, k′, a) with k′ ∈ {c, n}. If k′ = c, then the new associated path Γ′ is s1s2...
with Γ = s0s1s2.... If k′ = n, then there exists one path Γ′′ = s0s

′
1s
′
2... satisfying the new >0

obligations and all the ≥1 obligation, we associate the new location with Γ′ = s′1s
′
2.... We also

associate the new location with the same set of con�gurations where s′ is the �rst state of Γ′.

For a location (O,Z, k, a) with k ∈ {c, n}, H the associated set of con�gurations and Γ
the associated path, player 0 has to choose a choice G feasible for a and apply this choice. For
every con�guration (s, q) ∈ H, as M is accepting, g is a winning strategy from this location.
The next step of the game can be (s′, δ(q, L(s))) for s' the second state of Γ. From this, the
application of the winning strategy will lead to locations (s′, t′) where t′ = q′ or t′ = Jq′K./ for
some q′ ∈ Q. For every such location (s′, t′), (q, t′) must be in G. Moreover every element of G
has to be required by a con�guration of GA×M .
Such choice G is feasible. Indeed for q ∈ Q either G(q) = ∅ or (s, q) ∈ H. In the second
case, G(q) |= δ(q, L(s)) as G(q) contains (q, t′) for every t′ reached by the winning strategy g
in the game GA×M , if it did not satisfy δ(q, L(s)), then the strategy would be losing on the
path Γ. We associate the location reached with the same path Γ and the set of con�gurations
H ′ = {(s′, q)|q ∈ O′ ∪ Z ′} where s' is the �rst state of Γ.
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This method creates a strategy f that is winning for player 0. Indeed, let π be a play:

• Every unbounded run of π is fair. Indeed, if one is not, then the path in the game GA×M
corresponding to the run does not satisfy the winning condition of the p-automaton as it
does not visit α in�nitely often.

• The existential run of π (if there is one) is fair. If there is one, we followed a path Γ that is
fair for the existential obligation in GA×M . Thus this obligation visits α in�nitely often.

• Every universal run of this play is fair or has k = n in�nitely often. If we follow a >0
obligation, then as the set of paths on which this obligation is winning has strictly positive
measure, we showed that we could choose to follow a path Γ so that the universal and the
existential runs are fair in GA×M . Thus they visit α in�nitely often. If there is no >0
obligation at all, then we also follow a path Γ where all the universal runs are winning
in GA×M , thus visiting α in�nitely often. The last possibility is that we change of >0
obligation in�nitely often. We do not stay on one path, we have to change in�nitely often
so we may not visit α in�nitely often, but it also implies that k = n in�nitely often as
k = n everytime we change of >0 obligation.

In the other direction, let f: (V0(V1V0V0)∗ → V1) ∪ (V0(V1V0V0)∗V1V0 → V0) be a winning
strategy for player 0, we can construct a Markov chain that is accepted by A.
Let M = (S, P, L, sin) be the Markov chain where:

• S = V0V1(V0V0V1)∗

• For s = wu1 ∈ S, every state s′ ∈ S such that P (s, s′) > 0 veri�es s′ = su0u
′
0u
′
1 with

u0, u
′
0 ∈ V0, u

′
1 ∈ V1, (u1, u0) ∈ E, u′0 = f(su0) and u′1 = f(su0u

′
0).

Let s1, ..., sn be the states such that P (s, si) > 0,
let si = s(O′, Z ′, ki, a)(Oi, Zi, ki, Gi)(Oi, Zi, 2, ai) and let h ∈ N such that s ∈
V0V1(V0V0V1)h. There exists an integer j such that kj = c. If n = 1, then P (s, s1) = 1.
If not, then P (s, sj) = 1 − 1

4h+1 and for every m 6= j, P (s, sm) = 1
4h+1(n−1)

. We say that

the transition from s to sm for m 6= j corresponds to a new >0 obligation and that the
transition from s to sj corresponds to a continuation of the >0 obligation.

• For w(O,Z, p1, a) ∈ S,L(w(O,Z, p1, a)) = a.

• The initial state is sin = vof(v0) where v0 is an initial location winning with f in GA.

This choice gives a zero probability to every path that corresponds to new >0 obligations
in�nitely often and a strictly positive probability to the others.
Indeed, let Γ be a path in the Markov chain. If it changes in�nitely often to a new >0 obligation,
then considering the construction above, every time k = n the path took an edge that has a
probability inferior or equal to 1

4 , thus the probability of this path is 0. If it changes to a new >0
obligation �nitely often, then let s be one state of the path after which every state is annoted by
k = c. There is a probability α to get to this state, α > 0 as the pre�x of this path is �nite, then
we take edges with probability p1, p2, ... where ∀i, pi ≥ 1− 1

4i
, the path thus has a probability at

least α
∏∞
k=1(1− 1

4k
) > 0.

M is accepted by A. Indeed, we create the strategy g in GA×M that maintains the invariant:
for every con�guration (s, t) reached where t ∈ Q∪ JQK we have s = w.(O,Z, p1, a) and t ∈ O∪Z.
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We start in (sin, φin), by assumption, φin is a conjunction over JQK so player 1 chooses a location
(s, t). Moreover as sin = (O,Z, c, ∅)(O,Z, p1, a) is the initial state of the Markov chain, (O,Z, c, ∅)
is the initial location of the game GA, thus t ∈ O ∪ Z.
From a location (s, t) where s = w(O,Z, p1, a) and t = JqK./p or t = q we reach a location
(s′, δ(q, L(s))) with a probabilistic transition.
If t = JqK>0, then the state s′′ = s(O′, Z ′, n, a)(O′′, Z ′′, n,G′)(O′′, Z ′′, p1, a

′) where Z ′ = q satis�es
Z ′′ = G′(q) |= δ(q, L(s)) thus we can make g such that if we reach a location (s′′, t′) with
t′ ∈ Q ∪ JQK, then t′ ∈ Z ′′. If s′ 6= s′′, player 0 forfeits.
If t = JqK≥1, then let s′ = su0(O′, Z ′, k′, G′)(O′, Z ′, p1, a

′), O′ |= δ(q, L(s)) thus we can choose g
such that if we reach a location (s′, t′) with t′ ∈ Q ∪ JQK, then t′ ∈ O′. It is not possible to have
O′ 6|= δ(q, L(s)) as q appears as a ≥1 obligation in O or Z, and thus has to be satis�ed in every
next location.
If t = q then if t is in O then we deal with this state as if t = JqK≥1. If t is in Z, then the state
s′′ = su0(O′, Z ′, n, a)(O′′, Z ′′, n,G′)(O′′, Z ′′, p1, a

′) where q ∈ Z ′ satis�es Z ′′ |= δ(q, L(s)) thus we
can make g such that if we reach a location (s′′, t′) with t′ ∈ Q ∪ JQK, then t ∈ Z ′′. If s′ 6= s′′,
player 0 forfeits.

This strategy is winning for player 0. Indeed, let π be a play where player 0 did not forfeit,
the locations in S × (Q ∪ JQK) visited are (sin, t0), (s1, t1), .... Let π′ be the play in GA such that
for every i ∈ N, si is a pre�x of π′. As the choices made in the creation of the Markov chain are
conform to f, π′ is a play conform to f, thus is winning. The run t0t1t2... is a possible run in π′.
If this run is bounded or existential, then it visits α in�nitely often, which implies that π is
winning.
If this run is universal, then it might not visit α in�nitely often, it can also be winning by having
k = n in�nitely often. This is not an issue as the set of paths H that visit states of M with k = n
in�nitely often has measure 0, allowing universal obligation to be satis�ed with probability 1.

Indeed, let ε =

∞∏
i=1

(1 − 1

4i
) > 0, we suppose that the set of loosing paths has probability α > 0,

there exists n ∈ N such that (1 − ε)n < α. Let H i be the set of paths that verify k = 1 for at
least i states, those sets are clearly supersets of H, moreover those sets have probability inferior
to (1− ε)i:
H0 includes all paths and thus has probability 1.
Whenever one path Γ of H i takes a transition from a state s to s′ where the location reached in
s′ isthe i+ 1'th location marked by k = 1 of the play, then s has a successor s� that is not marked
by k = 1. From s to s� and onwards, there is a probability at least ε to follow a new path Γ′' that
does not visit k = 1 anymore. Indeed, the path that always goes to the state of M where k = 0
has probability at least ε from s. Thus at least a measure ε of the path of H i are not in H i+1.
As the measure of H i is known by induction to be less than (1 − ε)i, the measure of H i+1 is at
most (1− ε)i+1.
By induction, Hn has measure at most (1− ε)n but as Hn is a superset of H, H has measure at
most (1− ε)n < α which is impossible. Thus H has measure 0.

In other words, the only plays that are not winning are forfeited plays and plays that fol-
low a ≥1 obligation and have measure 0. The forfeited plays follow a >0 obligation only, so the
measure of plays satisfying a ≥1 obligation is 1. Moreover, for every >0 obligation there is one
winning play, the one that only visits states with k = 0 after raising the obligation. This path
has strictly positive probability.
Thus every obligation met (in non forfeited plays) are satis�ed; g is a winning strategy for
player 0.
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Appendix 5: Translation to a parity game

Theorem 11: Let π be an in�nite play, the word associated to π is accepted by Bb i� there is a
bounded run in π that is winning for player 1.

Proof:

Let π = (O0, Z0, c, ∅), (O0, Z0, p1, a0), (O′0, Z
′
0, k1, a0), (O1, Z1, k1, G1), (O1, Z1, p1, a1)(O′1, Z

′
1, k1, a1)...

be an in�nite play with a bounded run winning for player 1. We create the word w = π. This
word is accepted by Bb:
let r = t0t1t2... be the bounded run winning for player 1. Let ∀n, tn = qn ∈ Q or tn = JqnK./p.
There exists a run on w that follows r: as t0 ∈ O0, by reading (O0, Z0, c, ∅) in s0, we can get to
(q0, b). From a state (qn,m), we can get to (qn+1,m

′) with m′ = b i� tn+1 6= qn+1 by reading
(On+1, Zn+1, kn+1, Gn+1) because (qn, tn+1) ∈ Gn+1.
As r is winning for player 1, he only visits α �nitely often thus the run that follows r visits
α × {b} �nitely often. Moreover, we make in�nitely many bound so we visit Q × {b} in�nitely
often and even Q \α×{b} in�nitely often. Thus the run following r is an accepting run of Bb on
w, w is accepted by Bb.

In the other direction, let w = u0v0u
′
0u1v1u

′
1... be an in�nite word accepted by the automaton

such that π = u0v0u
′
0u1v1u

′
1... is a play of GA. Then π is winning for player 1. Indeed, as w is

accepted, there is an accepting run r = (t0,m0)(t1,m1), ... on w. ∀i, (qi, ti+1) ∈ Gi thus t0t1t2...
is a possible run in π. Moreover r visits Q \ α× {b} in�nitely often and α× {b, v} �nitely often.
Thus t0t1t2... is bounded and visits α �nitely often. Thus the run t0t1t2... is a bounded run
winning for player 1.

Theorem 12: Let π be an in�nite play, the word associated to π is accepted by Bu i� there is
an universal run in π that is winning for player 1.

Proof:

Let π = (O0, Z0, c, ∅), (O0, Z0, p1, a0), (O′0, Z
′
0, k1, a0), (O1, Z1, k1, G1), (O1, Z1, p1, a1)(O′1, Z

′
1, k1, a1)...

be an in�nite play with an universal run winning for player 1. We create the word w = π. This
word is accepted by Bu:
let r = t0t1t2... be the universal run winning for player 1. Let ∀n, tn = qn ∈ Q or tn = JqnK./p.
As this run is universal and winning for player 1, there exist i and j such that ti = JqiK≥1,
∀n > i, tn ∈ Q and if n > j, then tn 6∈ α and kn = c.
There exists a run on w that follows r: as t0 ∈ O0, by reading (O0, Z0, c, ∅) in s0, we can get to
(q0, b) (or if i = 0 to (q0, c)). From a state (qn, b), if n < (i− 1), we can get to (qn+1, b) by reading
(On+1, Zn+1, kn+1, Gn+1) because (qn, tn+1) ∈ Gn+1. If n = i− 1, then by reading (Oi, Zi, ki, Gi),
we can go to (qi, c). From a state (qn,m), m ∈ {c, n}, for n ≥ i, we can get to (qn+1,m

′) with
m′ = c i� k = c then by reading (On+1, Zn+1, kn+1, Gn+1) because (qn, qn+1) ∈ Gn+1.
After i, we leave de�nitively Q× {b} and after j we will not go to α × {c} or Q× {n} anymore.
Thus the run following r is an accepting run of Bu on w, w is accepted by Bu.

In the other direction, let w = u0v0u
′
0u1v1u

′
1... be an in�nite word accepted by the automaton

such that π = u0v0u
′
0u1v1u

′
1... is a play of GA. Then π is winning for player 1. Indeed, as

w is accepted, there is an accepting run v = (t0,m0)(t1,m1), ... on w. ∀i, (qi, ti+1) ∈ Gi thus
r = t0t1t2... is a possible run in π. Moreover, r is an universal run as v leaves Q× {b} by reading
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a ≥1 obligation. As v visits α × {c} and Q × {n} �nitely often, r visits α and k = n �nitely
often. Thus the run t0t1t2... is an universal run winning for player 1.

Theorem 13: Let π be an in�nite play, the word associated to π is accepted by Be i� there is
an existential run in π that is winning for player 1.

Proof:

Let π = (O0, Z0, c, ∅), (O0, Z0, p1, a0), (O′0, Z
′
0, k1, a0), (O1, Z1, k1, G1), (O1, Z1, p1, a1)(O′1, Z

′
1, k1, a1)...

be an in�nite play with an existential run winning for player 1. We create the word w = π. This
word is accepted by Be:
let r = t0t1t2... be the existential run winning for player 1. Let ∀n, tn = qn ∈ Q or tn = JqnK./p.
As this run is existential and winning for player 1, there exist i and j such that ti = JqiK>0,
∀n > i, tn ∈ Q and if n > j, then tn 6∈ α.
There exists a run on w that follows r: as t0 ∈ O0, by reading (O0, Z0, c, ∅) in s0, we can get
to (q0, b) (or if i = 0 to (q0, e)). From a state (qn, b), if n < (i − 1), we can get to (qn+1, b)
by reading (On+1, Zn+1, kn+1, Gn+1) because (qn, tn+1) ∈ Gn+1. If n = i − 1, then by reading
(Oi, Zi, ki, Gi), we can go to (qi, e). From a state (qn, e), for n ≥ i, we can get to (qn+1, e) by
reading (On+1, Zn+1, kn+1, Gn+1) because (qn, qn+1) ∈ Gn+1.
After i, we leave de�nitively Q × {b} and after j we will not go to α × {e} anymore. Thus the
run following r is an accepting run of Be on w, w is accepted by Be.

In the other direction, let w = u0v0u
′
0u1v1u

′
1... be an in�nite word accepted by the automaton

such that π = u0v0u
′
0u1v1u

′
1... is a play of GA. Then π is winning for player 1. Indeed, as

w is accepted, there is an accepting run v = (t0,m0)(t1,m1), ... on w. ∀i, (qi, ti+1) ∈ Gi thus
r = t0t1t2... is a possible run in π. Moreover, r is an existential run as v leaves Q×{b} by reading
a >0 obligation. As v visits α× {e} �nitely often, r visits α �nitely often. Thus the run t0t1t2...
is an existential run winning for player 1.

Theorem 14: Let π be an in�nite play, the word associated to π is accepted by C i� this play is
winning for player 0.

Proof: Let π be an in�nite play, if it is winning for player 1 then there exists a run in π
winning for player 1. As this run is either bounded, existential or universal, it will lead to the
acceptance of π by Bb, Be or Bu. Thus π will not be accepted by C.

In the other direction, let w a word associated to a play π that is not accepted by C, then w
is accepted by Bb, Be or Bu. Thus player 1 has a winning run in π, π is winning for player 1.

Let D be the determinisation of C. We construct the parity game GA × D where there is
a transition from (g, q) to (g′, q′) i� there is a transition from g to g′ in GA and q′ is reached from
q by reading g in D. A play (g1, q1)(g2, q2)... is winning i� q1q2... is winning in D.

Theorem 15: The language of A is not empty i� player 0 has a winning strategy in GA × D
starting from a location ((O, ∅, c, ∅), s0) where O |= φin.

29



Proof: Let (O, ∅, c, ∅) be a location of GA where O |= φin. If there exists a winning strategy g
for player 0 starting in this location, then there is a winning strategy for player 0 in GA × D
starting from the location ((O, ∅, c, ∅), s0).
Indeed, let π = u0u1... be a play in GA starting in (O, ∅, c, ∅) and conform with g, π is
winning as g is a winning strategy. Let π′ = (u0, s0)(u1, s1)... be a play in GA × D. π′ is
winning: u0u1... is winning thus there is a winning run reading π in C (theorem 7) which
implies that the run reading u0u1... in D is winning. As s0s1... is this run, it is winning. As
a consequence, the strategy in GA × D that can go from (un, sn) to (un+1, sn+1) after a play
(u0, s0)(u1, s1)...(un, sn) i� there is a play conform with g in GA starting by u0u1...unun+1 is well
de�ned (as the transition of GA×D are the same as the transitions of GA) and winning for player 0.

In the other direction, let ((O, ∅, c, ∅), s0) be a location of GA × D where O |= φin. If
there exists g a winning strategy for player 0 starting in this location then there is a winning
strategy for player 0 in GA starting from a location (O, ∅, c, ∅).
Indeed, let π = (u0, s0)(u1, s1)... be a play in GA × D starting in ((O, ∅, c, ∅), s0) and conform
with g, π is winning as g is a winning strategy. Let π′ = u0u1..., it is a play in GA × D. π′

is winning : s0s1... is winning in D and as D is the determinisation of C, every run in π′ are
winning for player 0 (theorem 7). As a consequence, the strategy in GA that can go from
un to un+1 after a play u0u1...un i� there is a play conform with g in GA × D starting by
(u0, s0)(u1, s1)...(un, sn)(un+1, sn+1) is well de�ned (as the transition of GA ×D are the same as
the transitions of GA) and winning for player 0.
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