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Context and state of the art : The starting point of this proposal has its origins in the paper
[ABG+14] by Adjé, Bouissou, Goubault-Larrecq, Goubault, and Putot, where a static
analysis framework is proposed for numerical programs with inputs given as imprecise
probabilities.

Such programs form an important family of critical mission programs, including con-
trollers in planes and trains. The imprecise probabilistic inputs are typically given by
sensors, whose value is probabilistic, but obeys partially known probability distributions.
For example, it might be known that a temperature sensor returns a Gaussian distributed
value whose average is the outside temperature T , with standard deviation±0.5◦C, but the
outside temperature T itself is only known to be between −55◦ and −45◦ when the plane
reaches its cruise altitude.

A close piece of work is due to Sankaranarayanan [SCG13], with applications in the med-
ical domain. One may find other related work by following references. Yet other related
work, pertaining to the mathematical models to be used, will be cited below.
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Objectives and avenues of work : The above paper by Adjé et al. rests on a formal concrete
semantics that one may consult in [AG12]. It is based on a measure-theoretic approach,
where values of sensors, hence also of program variables, are certain convex sets of prob-
ability distributions encoded as measure-theoretic previsions. Those are defined as (super-
linear, resp. sublinear) ω-continuous functionals F :M(X) → [0, 1], whereM(X) is the
family of all measurable maps f from X to [0, 1], and can be thought of as generalized
integrals of the input function f .

While the authors manage to derive a static analysis framework from such a concrete se-
mantics, that semantics is somehow unsatisfactory: it completely ignores computability
requirements. In other words, it interprets programs in so large a domain of definition
that this domain contains many non-computable functions. Concretely, although time has
taught us that computable functions must be continuous in some precise, domain-theoretic
sense, the functions used in the above semantics are very far from being continuous, and
are only measurable. Correspondingly, this concrete semantics has no theory of approxi-
mation whatsoever, and the static analysis found in the papers above is ad hoc.

The goal of this postdoctoral position is to improve on such a situation. The impact is not
only theoretical, it is expected to lead to new static analysis domains, found in a principled
way. The spirit of the research is in line with work done by Abbas Edalat and colleagues on
approximation domains for integration with application to the theory of fractals [Eda95],
or to Brownian motion [BE17], and approximation domains for the Clarke subgradient
operator [EM17].

Let us deal with the the case at hand, approximations for uncertain probabilities. The ap-
proximations that are used by Adjé et al. are given in terms of P-boxes. For uncertain
probabilities on the real line R, those consist essentially in one upper bound and one lower
bound on the set of probability distributions represented by F , and those bounds are rep-
resented as staircase-shaped cumulative distribution functions. This is a relatively coarse
approximation. In practice, one knows that certain laws obey, or are close to some of the
well-known probability laws, Gaussian, binomial, or other. This is what Sankaranarayanan
et al. manage to compute on [SCG13], however for a limited number of known probability
distributions, and still without a unifying theory of approximation.

On the contrary, domain theory is the preferred theory of approximation and computation
in computer science. The principal investigator of this proposal is an internationally rec-
ognized expert in that field [Gou13]. He is responsible for laying out the corresponding,
analogous theory of domain-theoretic previsions in [Gou07, Gou16], with application to
the semantics of higher-order functional programs with uncertain (or certain) probabilities
[Gou15].

However, and although it predated the paper by Adjé et al. [ABG+14], that theory of
domain-theoretic previsions did not find its way in the latter. That is unnatural, and should
be investigated. The main theoretical question of this proposal is therefore:

Can one find a measure-theoretic semantics of uncertain probabilities as a form
of limit of domain-theoretic semantics of uncertain probabilities?
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This should come with a theory of approximation, in the style of domain theory: new
continuous domains, with yet to be understood way-below relations.

In the case of (not uncertain) probabilities, we already have so-called measure extension
theorems, of which the most complete account is given by Keimel and Lawson [KL05]. In
the case of uncertain probabilities, the question is open.

The most obvious way to think of the problem is the relation between spaces of measurable
functions, as used in the definition of measure-theoretic previsions, and lower semicontin-
uous functions, as used in domain-theoretic previsions.

Can one find measurable maps from X to R as some form of limit of lower
semicontinuous maps?

The Lebesgue-Hausdorff theorem [Sri98, Theorem 3.1.36 and Proposition 3.1.32] states
that, provided X is a metrizable space, if you close the space of continuous real-valued
maps from X to R under pointwise limits, you obtain exactly the usual measurable maps.
That result is mostly used when X is more than just metrizable, and is Polish. Then, work
by Lawson and by Martin (see [Gou13], Section 7.7.2) has shown that the regular spaces
that have a good, domain-theoretic notion of approximation in the form of a computational
model, are exactly the Polish spaces. It should therefore be a reasonable starting point to
investigate whether the spaces of measurable functions, from a space X with a computa-
tional model to some well-behaved space such as R, themselves have good computational
models.

There are many related questions, which may be explored by the candidate. There are
relations to the type 2 theory of effectivity, which heavily depends on the Polish space
NN (Baire space). Questions of quasi-metrics between previsions [Gou08, GL17], with
the purpose of finding ways to evaluate distances between approximations to the modeled
system, or between two approximations, would also be natural questions. In general, there
are many related questions, and those are only a sample.

Difficulties : The main questions are voluntarily open. The general question has eluded the
principal investigator for years. I have listed some ideas which one may use, in the previous
discussion.

The difficulties are clearly of a mathematical nature, hence what is required is theoretical
work. If we ever manage to understand approximation so well in this context that we could
hope for actual algorithms, that would be ideal. I do not think this is realistic, though, and
we should concentrate on the mathematics for now.

Criteria of success : Publications in the best international venues. Since this is a wide open
area, any positive result will be be valuable. Every negative result is welcome as well, as
this is also the way science progresses.
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