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1. Introduction

At the heart of almost every computer security architecture is a set of cryptographic protocols that use
cryptography to encrypt and sign data. They are used to exchange confidential data such as pin numbers
and passwords, to authentify users or to guarantee anonymity of participants. It is well known that even under
the idealized assumption of perfect cryptography, logical flaws in the protocol design may lead to incorrect
behavior with undesired consequences. Maybe the most prominent example showing that cryptographic
protocols are notoriously difficult to design and test is the Needham-Schroeder protocol for authentification. It
has been introduced in 1978 [19]. An attack on this protocol has been found by G. Lowe using the CSP model-
checker FDR in 1995 [13]; and this led to a corrected version of the protocol [14]. Consequently there has been
a growing interest in developing and applying formal methods for validating cryptographic protocols [15, 7].
Most of this work adopts the so-called Dolev and Yao model of intruders. This model assumes idealized
cryptographic primitives and a nondeterministic intruder that has total control of the communication network
and capacity to forge new messages. It is known that reachability is undecidable for cryptographic protocols in
the general case [10], even when a bound is put on the size of messages [9]. Because of these negative results,
from the point of view of verification, the best we can hope for is either to identify decidable sub-classes as
in [1, 21, 16] or to develop correct but incomplete verification algorithms as in [18, 12, 11].

In this talk, we present a correct but, in general, incomplete verification algorithm to prove secrecy without
putting any assumption on messages nor on the number of sessions. Proving secrecy means proving that secrets,
which are pre-defined messages, are not revealed to unauthorized agents. Our contribution is two fold:

1. We define a concrete operational model for cryptographic protocols, that are given by a set of roles
with associated transitions. In general, each transition consists in reading a message from the network
and sending a message. Our semantic model allows an unbounded number of sessions and participants,
where a participant can play different roles in parallel sessions. Secrets are then specified by messages
and are associated to sessions. All of this makes our model infinite. Therefore, we introduce a general and
generic abstraction that reduces the problem of secrecy verification for all possible sessions to verifying a
secret in a model given by a set of constraints on the messages initially known by the intruder and a set of
rules that describe how this knowledge evolves. Roughly speaking, the main idea behind this abstraction
step is to fix an arbitrary session running between arbitrary agents. Then, to identify all the other agents
as well as their cryptographic keys and nonces. Thus, suppose we are considering a protocol where each
session involves two participants playing the role ��� , respectively, ��� . We fix arbitrary participants, �
and � , and an arbitrary session 	�
 . We identify all participants other than � and � and also identify all
sessions in which neither � nor � are involved. Concerning the sessions, where � or � are involved
except 	�
 , we make the following identifications:

 all sessions where � plays the role ��� (resp. ��� ), � plays the role ��� (resp. ��� ),
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 all sessions where � (resp. B) plays the role of ��� (resp. ��� ) and the role ��� (resp. ��� ) is played by
a participant not in

� ������� , etc...

Identifying sessions means also identifying the nonces and keys used in these sessions. This gives us
a system described as a set of transitions that can be taken in any order and any number of times but
which refer to a finite set of atomic messages. We then have to prove that the secret is not revealed by
these rules. Here, we should emphasize that, for instance, the methods of [6, 11] can profit from this
abstraction as the obtained abstract system can be, in some cases, taken as starting point.

2. Our second contribution is an original method for proving that a secret is not revealed by a set of rules
that model how the initial set of messages known by the intruder evolves. In contrast to almost all existing
methods, we do not try to compute or approximate the sets of messages that can be known by the intruder.
Our algorithm is rather based on the notion of ”the secret being guarded, or kept under hat by a message”.
For example, suppose that our secret is the nonce ��� and consider the message

��� ������������� �!��� . Then,
��� is guarded by

� ���"�����"���#� , if the inverse $&% �� of $'� is not known by the intruder. The idea is then
to compute a set of guards that will keep the secret unrevealed in all sent messages and such that the
inverses of the keys used in this set are also secrets. The difficulty here is that this set is, in general,
infinite. Therefore, we introduce pattern terms which are terms used to represent sets of guards. For
instance the pattern term

�)( � (+* ��� � says that the secret will be guarded in any message
�-, � ,/. ��� � ,

where the secret is not a sub-message of
,

but may be a sub-message of
,0.

. The problem is, however,
that there might be a rule

�21 ��3��4�#�6573 that will send 3 unencrypted to the intruder if (s)he produces
the message

�21 �839���#� . Hence, the pattern
�)( � (+* �:�#� will guard the secret except when

(
is

1
. Using

this idea, we develop an algorithm that computes a stable set of pattern terms that guard the secrets in
all sent messages. We developed a prototype in Caml that implements this method. We have been able
to verify several protocols taken from [4] including, for instance, the corrected version of the Needham-
Schroeder protocol, different versions of Yahalom, as well as Otway-Rees.

Related work Dolev, Even and Karp introduced the class of ping-pong protocols and showed its decidability.
The restriction put on these protocols are, however, too restrictive and none of the protocols of [4] falls in this
class. Recently, Comon, Cortier and Mitchell [6] extended this class allowing pairing and binary encryption
while the use of nonces still cannot be expressed in their model. Reachability is decidable for the bounded
number of sessions [1, 21, 16] or when nonce creation is not allowed and the size of messages is bounded [9].
For the general case, on one hand model-checking tools have been applied to discover flaws in cryptographic
protocols [13, 22, 17, 5]. The tool described in [5] is a model-cheker dedicated to cryptograhic protocols. On
the other hand, methods based on induction and theorem proving have been developed (e.g. [20, 3, 8]). Closest
to our work are partial algorithms based on abstract interpretation and tree automata that have been presented
in [18, 12, 11]. The main difference is, however, that we do not compute the set of messages that can be known
by the intruder but a set of guards as explained above.

Another remark is that the operational semantics we provide in this paper is well-suited to investigate and
relate several existing models that one can find in the literature such as the semantics using clauses to model
transitions (e.g. [2]) or linear-logic (e.g. [9]). In an ongoing work, we use this semantics to prove relationships
between these models.
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