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Abstract—Markov chains are the de facto finite-state model for stochastic dynamical systems, and Markov decision processes (MDPs) extend Markov chains by incorporating non-deterministic behaviors. Given an MDP and rewards on states, a classical optimization criterion is the maximal expected total reward where the MDP stops after \( T \) steps, which can be computed by a simple dynamic programming algorithm. We consider a natural generalization of the problem where the stopping times can be chosen according to a probability distribution, such that the expected stopping time is \( T \), to optimize the expected total reward. Quite surprisingly we establish inter-reducibility of the expected stopping-time problem for Markov chains with the Positivity problem (which is related to the well-known Skolem problem), for which establishing either decidability or undecidability would be a major breakthrough. Given the hardness of the exact problem, we consider the approximate version of the problem: we show that it can be solved in exponential time for Markov chains and in exponential space for MDPs.

I. INTRODUCTION

Stochastic models and optimization. The de facto model for stochastic dynamical systems is finite-state Markov chains [14], [15], [18], with several application domains [3]. In modeling optimization problems, rewards are associated with states of the Markov chain, and the optimization criterion is formalized as the expected total reward provided that the Markov chain is stopped after \( T \) steps [24], [14]. The extension of Markov chains to allow non-deterministic behavior gives rise to Markov decision processes (MDPs), and the optimization criterion is to maximize, over all non-deterministic choices, the expected total reward for \( T \) steps. This notion of optimization for fixed time is called finite-horizon planning, which has many applications in logic and verification [12], [5] and control problems in artificial intelligence and robotics [21, Chapter 10, Chapter 25], [22, Chapter 6].

Optimization with expected stopping time. In the most basic case the stopping time for collecting rewards in the stochastic model is a fixed constant \( T \). A natural generalization is to consider that the stochastic model can be stopped at a random time such that the expectation of the stopping time is \( T \). We consider the problem of optimizing (maximizing/minimizing) the expected total reward, when the stopping-time probability distribution can be chosen arbitrarily such that the expected stopping time is \( T \). In other words, we consider stochastic models of Markov chains/MDPs with total reward, and instead of fixed stopping time \( T \), we consider expected stopping time \( T \).

Example and motivation. Consider the classical example where a robot explores a region for natural resources (e.g., the well-studied RockSample problem in AI literature [29]), and the exploration of the robot is modeled as a Markov chain. The success of the exploration is characterized by the expected total reward, and the stopping time \( T \) denotes the expected duration of the exploration. The expected stopping-time problem asks to choose the probability distribution of the exploration duration to optimize the collected reward, satisfying the average exploration time. A classical stopping-time distribution is the exponential distribution where the stochastic model is stopped at every instant with probability \( \lambda \), called discount factor, which entails that the expected stopping time is \( T = 1/\lambda \) [14]. The discount-factor model makes an assumption on the shape of the stopping-time distribution, whereas in realistic scenarios the discount factor is not precisely known, or time-varying discount factors are considered [11]. When the discount factors are not known, then robust solutions require the worst-case choice of the factors. Thus in many examples realistic modeling requires complex stopping-time distributions, and if the precise parameters are unknown, then a robust analysis requires to consider the worst-case value of the discount factor. Hence, when the stopping-time distribution is important yet unknown, a conservative estimate (i.e., lower bound) of the optimal value is obtained using the worst-case choices. Thus we consider problems that represent robust extensions of the classical finite-horizon planning.

Previous and our results. For fixed stopping time \( T \), the expected total reward for Markov chains and MDPs can be computed via a simple dynamic programming (or backward induction) approach [26, Chapter 4], [14], [17], [4]. Perhaps surprisingly the optimization problem for Markov chains and MDPs with expected stopping time has not been considered in the literature (to the best of our knowledge). Our main results are as follows:

- In contrast to the simple algorithm for fixed stopping time \( T \), we show that quite surprisingly the expected stopping-time problem is Positivity-hard. The Positivity problem is known to be at least as hard as the well-known Skolem problem, whose decidability has been open for more than eight decades [23]. Moreover, we establish inter-reducibility between the expected stopping-time problem and the Positivity problem, and thus show that for a simple variant (adding expectation to stopping time) of the classical Markov chain problem, establishing either decidability or undecidability would be a major break-
• We then consider approximating the optimal expected total reward under the constraint that the expected stopping time is \( T \), and show that for every additive absolute error \( \varepsilon > 0 \), the approximation can be achieved in time logarithmic in \( 1/\varepsilon \) and exponential in the size of the Markov chain.

• For MDPs we show that infinite-memory strategies are required. While the expected stopping-time problem is Positivity-hard for MDPs (since Markov chains are a special case), we show that the approximation problem can be solved in exponential space in the size of the MDP and logarithm of \( 1/\varepsilon \).

**Comparison with related work.** The optimization problem with fixed expected stopping time has been considered for the simple model of graphs [7], which is a model without stochastic aspects. The graph problem can be solved in polynomial time [7], while in sharp contrast, we show that the problem is Positivity-hard for Markov chains.

**Remark 1.** The expected stopping-time problem for Markov chains has a similar flavor as probabilistic automata (or blind MDPs) [27]. In probabilistic automata a word (or letter sequence) must be provided without the information about how the probabilistic automaton executes. Similarly, for the expected stopping-time problem for Markov chains the probability distribution for stopping times must be chosen without knowing the execution of the Markov chain (in contrast to stopping criteria based on current state or accumulated reward, which rely on knowing the execution of the Markov chain). For probabilistic automata, even for basic reachability, all problems related to approximation are undecidable [20]. In contrast, we show that while the exact problem for expected stopping time in Markov chains is Positivity-hard, the approximation problem can be solved in exponential time.

Detailed proofs are available in an extended version of this paper [8].

**II. Preliminaries**

A stopping-time distribution (or simply, a distribution) is a function \( \delta : \mathbb{N} \to [0, 1] \) such that \( \sum_{t \in \mathbb{N}} \delta(t) = 1 \). The support of \( \delta \) is \( \text{Supp}(\delta) = \{ t \in \mathbb{N} \mid \delta(t) \neq 0 \} \). We denote by \( \Delta \) the set of all stopping-time distributions, and by \( \Delta^\top \) the set of all distributions \( \delta \) with \( |\text{Supp}(\delta)| \leq 2 \), called the bi-Dirac distributions.

The expected utility of a sequence \( u = u_0, u_1, \ldots \) of real numbers under a distribution \( \delta \) is \( E_\delta(u) = \sum_{t \in \mathbb{N}} u_t \cdot \delta(t) \). In particular, the expected utility of the sequence \( 0, 1, 2, 3, \ldots \) of all natural numbers is called the expected time (of distribution \( \delta \)), denoted by \( E_\delta \).

We recall the definition of the Positivity problem and of the related Skolem problem. In the sequel, we denote by \( M_i^j \) the \((i,j)\) entry of the \( t \)-th power of matrix \( M \) (we should write it as \((M^t)_{i,j}\), but use this simpler notation when no ambiguity can arise).

**Positivity problem [23], [1].** Given a square integer matrix \( M \), decide whether there exists an integer \( t \geq 1 \) such that \( M_i^j \geq 1 \).

**Skolem problem [23], [1].** Given a square integer matrix \( M \), decide whether there exists an integer \( t \geq 1 \) such that \( M_i^j = 0 \).

The decidability of the Positivity and Skolem problems is a longstanding open question [23], and there is a reduction from the Skolem problem to the Positivity problem that increases the matrix dimension quadratically [16], [23].

**III. Markov Chains**

We present the basic definitions related to Markov chains and the decision problems for the optimal total reward with expected stopping time.

**A. Basic definitions**

A Markov chain is a tuple \((M, \mu, w)\) consisting of:

• an \( n \times n \) stochastic matrix \( M \) (in which all entries \( M_{ij} \) are nonnegative rationals\(^1\), and the sum \( \sum_j M_{ij} \) of the elements in each row \( i \) is 1),

• an initial distribution \( \mu \in ([0, 1] \cap \mathbb{Q})^n \) (viewed as \( 1 \times n \) row vector, and such that \( \sum_i \mu_i = 1 \)), and

• a vector \( w \in \mathbb{Q}^n \) of weights (or rewards).

We also view \( \mu \) and \( w \) as functions \( V \to \mathbb{Q} \) where \( V = \{1, 2, \ldots, n\} \) is the set of vertices of the Markov chain. We often abbreviate Markov chains as \( M \), when \( \mu \) and \( w \) are clear from the context. We denote by \( \|w\| = \max_{v \in V} |w(v)| \) the largest absolute value in \( w \).

A Markov chain induces a probability measure on sequences of vertices of a fixed length, namely \( \mathbb{P}(v_0 v_1 \ldots v_k) = \mu(v_0) \cdot \prod_{i=0}^{k-1} M_{v_i v_{i+1}} \). Analogously, we denote by \( E(f) \) the expected value of the function \( f : V^* \to \mathbb{Q} \) defined over finite sequences of vertices.

Given a stopping-time distribution \( \delta : \mathbb{N} \to [0, 1] \), let \( N_\delta \) be a random variable whose distribution is \( \delta \). We are interested in computing the optimal (worst-case) expected value (or simply the value) of Markov chains with expected stopping time \( T \), defined by:

\[
\text{val}(M, T) = \inf_{\delta \in \Delta} E_{\delta = T} \left[ \sum_{i=0}^{N_\delta} w(u_i) \right]
\]

\[
= \inf_{\delta \in \Delta} E_{\delta = T} \left[ \sum_{i=0}^{\infty} \mu \cdot M^i \cdot w^\top \right]
\]

\[
= \inf_{\delta \in \Delta} \sum_{t=0}^{\infty} \delta(t) \cdot u_t,
\]

where \( w^\top \) is the transpose of \( w \), and \( u \) is the sequence of utilities defined by \( u_t = \sum_{i=0}^t \mu \cdot M^i \cdot w^\top \) for all \( t \geq 0 \).

\(^1\)For decidability and complexity results, we assume the numbers are rationals encoded as two binary numbers.
With this definition in mind, we also denote the optimal expected value of a Markov chain $M$ by $val(u, T)$. The best-case expected value, defined using $\sup$ instead of $\inf$ in the above definition, can be computed as the opposite of the worst-case expected value for the Markov chain with all weights multiplied by $−1$.

**Exact value problem with expected stopping time.** Given a Markov chain $(M, \mu, w)$, a rational stopping time $T$, and a rational threshold $\theta$, decide whether the optimal expected value of $M$ with expected stopping time $T$ is below $\theta$, i.e., whether $val(M, T) < \theta$.

**Approximation of the value with expected stopping time.** We also consider an approximate version of the exact value problem, where the goal is to compute, given $\varepsilon > 0$, a value $v_\varepsilon$ such that $|val(M, T) − v_\varepsilon| \leq \varepsilon$. We say that $v_\varepsilon$ is an approximation with additive error $\varepsilon$ of the optimal value.

**B. Hardness of the exact value problem**

This section is devoted to the proof of the following result, which establishes the inter-reducibility of the exact value problem, the Positivity problem, and the Markov Reachability problem (defined in Section III-B3).

**Theorem 1.** The Positivity problem, the inequality variant of the Markov Reachability problem, and the exact value problem with expected stopping time are inter-reducible.

The decidability status of the Positivity problem is a longstanding open question, although decidability is known for dimension $n \leq 5$ [23, Section 4]. Therefore, constructing an algorithm to compute the exact value of a Markov chain with expected stopping time $T$ would require the significant advances in number theory that are necessary to solve the Positivity problem [23, Section 5].

We also show the converse reduction from the exact value problem to the Positivity problem. Hence proving the undecidability of the exact value problem would also be a major breakthrough, as it would entail the undecidability of the Positivity problem.

The proof of Theorem 1 is presented in the rest of this section.

**1) Geometric interpretation:** A geometric interpretation for (arbitrary) sequences of real numbers and expected stopping-time was developed in previous work [7]. We recall the main result in this section. The rest of our technical results is independent from [7] (see also Comparison with related work in Section I).

It is known that bi-Dirac distributions are sufficient for optimal expected value, namely for all sequences $u = u_0, u_1, \ldots$ of utilities, for all time bounds $T$, the following holds [7]:

$$\inf \{E_\delta(u) \mid \delta \in \Delta \land E_\delta = T\} = \inf \{E_\delta(u) \mid \delta \in \Delta^\uparrow \land E_\delta = T\}.$$ 

Moreover the value of the expected utility of the sequence $u$ under a bi-Dirac distribution with support $\{t_1, t_2\}$ (where $t_1 < T < t_2$) and expected time $T$ is given by

$$u_{t_1} + \frac{T - t_1}{t_2 - t_1} \cdot (u_{t_2} - u_{t_1}).$$

As illustrated in Fig. 1a, this value is obtained as the intersection of the vertical axis at $T$ and the line that connects the two points $(t_1, u_{t_1})$ and $(t_2, u_{t_2})$. Intuitively, the optimal value of a sequence of utilities is obtained by choosing the two points $t_1$ and $t_2$ such that the connecting line intersects the vertical axis at $T$ as low as possible.

It is always possible to fix a value of $t_1$ such that it is sufficient to consider bi-Dirac distributions with support containing $t_1$ to compute the optimal value (because $t_1 \leq T$ is to be chosen among a finite set of points), but the optimal value of $t_2$ may not exist, as in Fig. 1b. In that case, the value of the sequence of utilities is obtained as $t_2 \to \infty$.

Given such a value of $t_1$, let $\nu = \inf_{t_2 \geq T} \frac{u_{t_2} - u_{t_1}}{t_2 - t_1}$, and Lemma 1 shows that $u_{t_1} \geq f_u(t)$, for all $t \geq 0$ where $f_u(t) = u_{t_1} + (t - t_1) \cdot \nu$. The optimal expected utility is

$$val(u, T) = \min_{0 \leq t_1 \leq T} \inf_{u_{t_2} \geq T} u_{t_1} + \frac{T - t_1}{t_2 - t_1} \cdot (u_{t_2} - u_{t_1}) = \min_{0 \leq t_1 \leq T} u_{t_1} + (T - t_1) \cdot \nu = f_u(T),$$

hence $f_u(T)$ is the optimal value.
Lemma 1 (Geometric interpretation [7]). For all sequences \( u \) of utilities:

- if \( u_t \geq a \cdot t + b \) for all \( t \geq 0 \), then the optimal value of the sequence \( u \) is at least \( a \cdot T + b \);
- we have \( u_t \geq f_u(t) \) for all \( t \geq 0 \), and the optimal expected value of \( u \) is \( f_u(T) \).

It follows from Lemma 1 that the optimal value of the sequence \( u \) is the largest possible value at \( T \) of a line that lies below \( u \): \( \text{val}(u, T) = \sup\{f(T) \mid \exists a, b \cdot \forall t : f(t) = a \cdot t + b \leq u_t \} \).

2) Reduction of the Positivity problem to the exact value problem: It is known that the Positivity problem can be reduced to the inequality variant of [1, Problem A], defined as

\[
M > z
\]

It is known that the Positivity problem can be reduced to this inequality variant. A subsequent reduction of \( A^\geq \) to the exact value problem with expected stopping time establishes one direction of Theorem 1. We present such a reduction in the proof of Lemma 2 (see also Fig. 2).

Problem A^\geq [1]. Given an \( n \times n \) aperiodic\(^2\) stochastic matrix \( M \) with rational entries, an initial distribution \( \mu = (1, 0, \ldots, 0) \), and a vector \( z \in \{0, 1, 2\}^n \), decide whether there exists an integer \( t \geq 1 \) such that \( \mu \cdot M^t \cdot z^\top \geq 1 \).

Problem A^> [1]. Given an \( n \times n \) aperiodic stochastic matrix \( M \) with rational entries, an initial distribution \( \mu = (1, 0, \ldots, 0) \), and a vector \( z \in \{0, 1, 2\}^n \), decide whether there exists an integer \( t \geq 1 \) such that \( \mu \cdot M^t \cdot z^\top > 1 \).

Problems A^\geq and A^> are difficult to solve only in the case where \( \mu \cdot M^t \cdot z^\top \) converges to 1 as \( t \to \infty \). Otherwise, an argument based on the definition of convergence to a limit shows that the problems are decidable [19, Theorem 1]. Note that \( \lim_{t \to \infty} \mu \cdot M^t \) exists since \( M \) is aperiodic, and the limit is the steady-state vector \( \pi \), which is algorithmically computable. Hence we can assume that the instances of Problem A^> are such that

\[
\pi \cdot z^\top = 1. \tag{2}
\]

Moreover, without loss of generality, we can modify \( M \) such that there is no incoming transition to the initial vertex 1 (remember that \( \mu(1) = 1 \)) by creating a copy of the initial vertex, and redirecting the transitions to 1 towards the copy vertex. Thus we require the matrix \( M \) in A^> to define a Markov chain consisting of an initial vertex 1 with no incoming transition. This may however increase the dimension of the matrix by 1.

Lemma 2. Problem A^> can be reduced to the exact value problem with expected stopping time.

Corollary 1. The Positivity problem can be reduced to the exact value problem with expected stopping time.

The proof of Lemma 2 is organized as follows: we first recall basic results from the theory of Markov chains, then

\[^2\text{Although in the original formulation of Problem A, the stochastic matrix } M \text{ need not be aperiodic, the reduction of the Positivity problem to Problem A produces stochastic matrices that define aperiodic Markov chains (even ergodic unichains) [1].}\]
Then, the rate of convergence of the expected utility evaluates as follows, for all $t \geq 1$:

$$\sum_{i=0}^{t-1} \mu \cdot M^i \cdot y^\top - \mu \cdot (x^\top \cdot t + y^\top)$$

$$= \sum_{i=0}^{t-1} \mu \cdot M^i \cdot y^\top - \mu \cdot x^\top \cdot t$$

$$- \mu \cdot M^i \cdot y^\top = - \mu \cdot M^i \cdot y^\top$$

which tends to $-\pi \cdot y^\top = 0$ as $t \to \infty$, establishing (3).

In the case of an aperiodic Markov chain with multiple recurrent classes, the gain and relative gain satisfying Equation (3) can be computed as the linear combination of the vectors $x, y$ obtained for each recurrent class, where the coefficient in the linear combination is the mass of probability that reaches (in the limit) the recurrent class from the initial distribution $\mu$.

**Reduction.** The reduction from Problem A$^>$ to the exact value problem with expected stopping time is as follows. Given an instance $(M, \mu, z)$ of Problem A$^>$, we construct an instance of the exact value problem in two stages. First, let $w^\top = z^\top - M^\top \cdot z^\top$ be a reward vector defining a Markov chain $(M, \mu, w)$. We explain later why $w$ is defined in this way.

We proceed to the second stage of the construction, and define the instance of the exact value problem, namely the Markov chain $(M', \mu', w')$, the expected time $T$, and the threshold $\theta$. The key idea of the construction is illustrated in Fig. 3. Given the Markov chain $(M, \mu, w)$, we can compute its asymptotic expected utility, shown as the dashed line $\mu \cdot (x^\top \cdot t + y^\top)$ in Fig. 3 which also plots the sequence $u_{t-1}$ for $t \geq 1$. Note that by Equation (3) we have $\lim_{t \to \infty} |u_{t-1} - \mu \cdot (x^\top \cdot t + y^\top)| = 0$ and by Equations (4) $x = \pi^\top \cdot z^\top - \pi^\top \cdot M^\top \cdot z^\top = 0$.

We construct an instance of the exact value problem in such a way that, if the utility of $M$ always remains above its asymptote, then the optimal value is the value of the asymptote at time $T$, and otherwise, the optimal value is strictly smaller. We achieve this by having an initial vertex with weight $a$ such that, if the Markov chain $(M, \mu, w)$ is executed (simulated) after the initial vertex, then the weight $a$ lies exactly on the asymptote of $(M, \mu, w)$ (see Fig. 3 and the geometric interpretation in Section III-B1). Since we simulate $(M, \mu, w)$ after one time step, the value of $a$ is chosen such that the point $(0, a)$ belongs to the line $\mu \cdot (x^\top \cdot t + y^\top)$. Since $\mu = (1, 0, \ldots, 0)$ in Problem A$^>$, we have $a = y(1)$. To recover the original behavior of the Markov chain $(M, \mu, w)$, we subtract $a$ from the weight of the initial vertex of $M$, thus $w^\top(1) = w(1) - a$. As we assumed that the initial vertex in $M$ has no incoming transition, it is never re-visited later. We take $T = 1$ and the value of the asymptote at time $T$ is $\mu \cdot (x^\top + y^\top) = x(1) + y(1) = a$, which we define as the threshold $\theta$ of the exact value problem, thus $\theta = a$.

Formally, the instance of the exact value problem is defined as follows:

$$w' = \begin{pmatrix} w(1) - a \\ w(2) \\ \vdots \\ w(n) \end{pmatrix}, \quad M' = \begin{pmatrix} 0 & \mu \\ 0 & M \end{pmatrix}, \quad T = 1, \quad \theta = a$$

where $a = y(1)$ and $y$ is the relative-gain vector of the Markov chain $(M, \mu, w)$. Note that the initial vertex of $M$ has no incoming transition (in $M$), and thus the sequence of expected utilities in $M'$ indeed simulates the sequence of expected utilities in $M$, and the asymptotic expected utilities as well as the steady-state vectors of $(M, \mu, w)$ and $(M', \mu', w')$ coincide.

**Correctness of the reduction.** To establish the correctness of the reduction, we show the following equivalences:

1) the optimal expected value of $M'$ with expected stopping time $T$ is smaller than $\theta$ (i.e., the answer to the exact value problem is YES) if and only if the utility sequence of $M$ eventually drops below its asymptote;

2) the utility sequence of $M$ eventually drops below its asymptote if and only if $\mu \cdot M' \cdot z^\top > 1$ for some $t \geq 1$ (i.e., the answer to Problem A$^>$ is YES).

To show the first equivalence, consider the first direction and assume that the value of $M'$ is smaller than $\theta$. Given that the line $\mu \cdot (x^\top \cdot t + y^\top)$ has value $\theta$ at $t = T$, it follows from Lemma 1 that the utility sequence of $M'$ does not always remain above that line, and thus the utility sequence of $M$ eventually drops below its asymptote.

Now consider the second direction of the first equivalence and assume that the utility sequence of $M$ eventually drops below its asymptote. Then the utility sequence of $M'$ drops below the line $\mu \cdot (x^\top \cdot t + y^\top)$, say at time $t_2 \geq 1$. We construct a distribution $\delta$ with $\delta_T = T$ such that the value of the expected reward under $\delta$ is less than $\mu \cdot (x^\top \cdot T + y^\top) = \theta$ (which implies that the optimal value, obtained as the infimum over all distributions, is also below $\theta$).

We consider two cases: (1) if $t_2 = 1$ (i.e., $t_2 = T$), consider the distribution $\delta$ such that $\delta(t_2) = 1$ (note that $\delta_T = T$) and
the result follows immediately; (2) otherwise, \( t_2 > 1 \) and consider the bi-Dirac distribution with support \( \{t_1, t_2\} \) where \( t_1 = 0 \). Note that \( t_1 < T < t_2 \) and the value of the expected reward under this distribution is given by the value at time \( T \) of the line connecting the point \( (t_1, \alpha) \) and a point below the asymptote (at \( t_2 \)), see Equation (1). This value is below the value \( \theta \) of the asymptote at time \( T \) since \( (t_1, \alpha) \) is on the asymptote, and the other point (at \( t_2 \)) is strictly below the asymptote.

To show the second equivalence, note that by Equation (5) the utility sequence of \( M \) eventually drops below its asymptote if and only if \( -\mu \cdot M^t \cdot y^T < 0 \) for some \( t \geq 1 \). Hence we can establish the second equivalence by showing that \( -\mu \cdot M^t \cdot y^T < 0 \) if and only if \( \mu \cdot M^t \cdot z^T > 1 \). This is where the value of \( w \) is important. The result holds if \( y = z - e \), and we just need to show that \( y = z - e \) satisfies Equations (4), namely that

\[
(z - e)^T = M \cdot (z - e - x)^T + w^T
\]

\[
\pi \cdot (z - e)^T = 0
\]

that is

\[
(z - e)^T = M \cdot z^T - e^T - x^T + z^T - M \cdot z^T
\]

\[
\pi \cdot z^T - \pi \cdot e^T = 0
\]

which hold since \( x = 0 \) and \( \pi \cdot z^T = 1 = \pi \cdot e^T \) (Equation (2)). This concludes the proof of Lemma 2.

Using the reduction of the Positivity problem to Problem \( A^r \) [1], we obtain Corollary 1, showing that a decidability result for the exact value problem would imply the decidability of the Positivity problem, which is a longstanding open question.

3) Reduction of the exact value problem to the Positivity problem: We present the converse reduction of Section III-B2, showing that to potentially prove the exact value problem is undecidable would require such a proof for the Positivity problem as well. We sketch the reduction by showing how the exact value problem can be solved using an oracle for Problem \( A^r \), illustrated in Fig. 4, and then present a reduction of Problem \( A^r \) to the Positivity problem.

**Lemma 3.** The exact value problem with expected stopping time can be reduced to Problem \( A^r \).

**Proof sketch.** Given a Markov chain \((M, \mu, w)\) with expected stopping time \( T \) and threshold \( \theta \), we solve the exact value problem using an oracle for Problem \( A^r \) as follows. First, if \( w_T < \theta \) then the answer to the exact value problem is \( \text{YES} \). Otherwise, we compute the value of utilities \( u_t = \sum_{i=0}^{\infty} \mu_i \cdot M^i \cdot w^T \) for all \( 0 < t < T \), and let \( b = \max_{0 \leq t < T} \frac{\mu_i \cdot M^i \cdot w^T - \theta}{w_T} \). Consider the bottom line of equation \( b \cdot (t - T) + \theta \) and observe that \( u_t \geq b \cdot (t - T) + \theta \) for all \( 0 \leq t \leq T \) (see Fig. 4). By the geometric interpretation lemma (Lemma 1), it suffices to determine whether the sequence of utilities ever drops below the bottom line to answer the exact value problem.

This question is simple if the asymptotic behaviour of the Markov chain differs from the bottom line (e.g., if the asymptote given by Equations (4) does not coincide with the bottom line), as there is a time from which the sequence of utilities will remain either always above or always below the bottom line, and such a time point is computable. The difficult case is when the bottom line coincides with the asymptotic behaviour of the sequence of utilities. Then the condition for the sequence of utilities to eventually drop below the bottom line is that \( -\mu \cdot M^t \cdot y^T < 0 \) for some \( t \geq 1 \) (Equation (5)) which, up to an elementary transformation can be stated as an equivalent question of the form “does \( \mu \cdot M^t \cdot z^T > 1 \) for some \( t \geq 1 \) ?” where \( z \in \{0, 1, 2\}^n \), and thus solvable using an oracle for Problem \( A^r \).

To obtain the inter-reducibility result of Theorem 1, we need to show that Problem \( A^r \) can be reduced to the Positivity problem, which we establish by showing that the inequality version of the Markov reachability problem (defined below) can be reduced to the Positivity problem, as it is known that Problem \( A^r \) can be reduced to the inequality variant of the Markov reachability problem [1] (see also Fig. 2). This is a straightforward result established in Lemma 4.

**Markov reachability\(-\text{problem} [1].** Given a square stochastic matrix \( M \) with rational entries and a rational number \( r > 0 \), decide whether there exists an integer \( t \geq 1 \) such that \( M^t_{1,2} > r \).

**Markov reachability\(-=\text{problem} [1].** Given a square stochastic matrix \( M \) with rational entries and a rational number \( r > 0 \), decide whether there exists an integer \( t \geq 1 \) such that \( M^t_{1,2} = r \).

**Lemma 4.** The Markov reachability\(-\text{problem} can be reduced to the Positivity problem.

The reduction in Lemma 4 increases by 3 the dimension of the matrix (given a \( n \times n \) stochastic matrix for the Markov reachability\(-\text{problem}, we construct a \((n+3) \times (n+3)\) matrix for the Positivity problem).

The results of Lemma 2, 3 and 4 establish Theorem 1. The reduction in Lemma 4 can easily be adapted to show
that the Markov reachability $\omega$ problem can be reduced to the Skolem problem and thus these problems are inter-Reducible with Problem $A^\omega$.

**Theorem 2.** The Skolem problem, Problem $A^\omega$, and the Markov reachability $\omega$ problem are inter-Reducible.

**C. Approximation of the optimal value**

We can compute an approximation of the optimal value with additive error by considering an approximation $u'$ of the exact sequence $u$ of expected utilities of the Markov chain as follows: for a large number of time steps, let the approximate sequence $u'$ be equal to $u$, and then from some point on it switches to the value of the limit (asymptotic, and possibly periodic) sequence of expected utilities at the steady-state distribution(s). By taking the switching point large enough, the approximation sequence $u'$ can be made arbitrarily close to the exact sequence $u$. We show that the value of the sequences $u'$ approximates arbitrarily closely the (exact) optimal value of $u$.

By the results of Section III-B1, the optimal expected value of any sequence $u'$ of utilities is given by the expression

$$\text{val}(u', T) = \min_{0 \leq t_1 \leq T} \min_{T \leq t_2 \leq |A| + |C|} \frac{u(t_2 - T) + u(t_1)}{t_2 - t_1}. \quad (6)$$

We can effectively compute the value of $\text{val}(u', T)$ when $u'$ is an ultimately periodic sequence, i.e. $u' = A.C^\omega$ where $A, C$ are finite sequences (with $C$ nonempty): we show in Lemma 5 that the infinite range of $t_2$ in the expression (6) can be replaced by a finite range, because the optimal value is obtained either by taking $t_2$ before the first repetition of the cycle $C$, or by taking $t_2 \to \infty$ (i.e., if repeating the cycle once improves the value, then repeating the cycle infinitely often improves the value even more). Let $S_A$ and $S_C$ be the sum of the weights in $A$ and $C$ respectively, let $M_C = \frac{S_C}{|C|}$ be the average weight of the cycle $C$.

**Lemma 5.** The optimal value of an ultimately periodic sequence $u = A.C^\omega$ is $\text{val}(u, T) = \min\{E_1, E_2\}$ where

$$E_1 = \min_{0 \leq t_1 \leq T} \min_{T \leq t_2 \leq |A| + |C|} \frac{u(t_2 - T) + u(t_1)}{t_2 - t_1},$$

$$E_2 = \min_{0 \leq t_1 \leq T} u(t_1) + M_C \cdot (T - t_1).$$

If $T \geq |A| + |C|$, then $\text{val}(u, T) = \min_{0 \leq t_1 \leq T} u(t_1) + M_C \cdot (T - t_1)$.

We show that for a sequence $u'$ of utilities that approximates the sequence $u$, the value of $u'$ approximates the value of $u$ and the error can be bounded. Precisely, if the weights in a Markov chain are shifted by at most $\eta$, then the optimal expected value of the Markov chain with expected stopping time $T$ is shifted by at most $\eta \cdot (T + 1)$. Consider $u'$ such that $|w'(v) - w(v)| \leq \eta$ for all vertices $v \in V$, and consider the sequences $u$ and $u'$ of utilities of a path according to $w$ and $w'$ respectively. Then we have $|u'_i - u_i| \leq \eta (T + 1) \cdot \eta$ for all $t \geq 0$, and for all distributions $\delta$ with $E_\delta = T$:

$$\left| \sum_i \delta(i) \cdot u'_i - \sum_i \delta(i) \cdot u_i \right| \leq \sum_i \delta(i) \cdot |u'_i - u_i| \leq \sum_i \delta(i) \cdot (T + 1) \cdot \eta = (T + 1) \cdot \eta.$$

It follows that $|\text{val}(u', T) - \text{val}(u, T)| \leq (T + 1) \cdot \eta$, that is the value of the sequence is shifted by at most $(T + 1) \cdot \eta$ (it is easy to see that if $\forall \delta : |f(\delta) - g(\delta)| \leq K$, then $|\inf_\delta f - \inf_\delta g| \leq K$).

**Lemma 6.** Given $\eta \geq 0$ and two sequences $u$ and $u'$ of utilities such that $|u'_i - u_i| \leq \eta$ for all $t \geq 0$, we have $|\text{val}(u', T) - \text{val}(u, T)| \leq (T + 1) \cdot \eta$. Analogously, if $u'_i = u_i + (T + 1) \cdot \eta$ for all $t \geq 0$, then $\text{val}(u', T) = \text{val}(u, T) + (T + 1) \cdot \eta$.

We recall a result about Markov chains, which states that for Markov chains with only aperiodic recurrent classes, the vector $\mu \cdot M^t$ converges to a steady-state vector $\pi$, and the rate of convergence is bounded by an exponential in $n$ [15, Theorem 4.3.7]. For all $j \in V$:

$$|\langle \mu \cdot M^t \rangle_j - \pi_j| \leq K_1 \cdot K_2^t,$$

where $K_1, K_2$ are constants with $K_2 < 1$, namely $K_2 = (1 - \alpha^{n^2})^{1/3n^2}$ where $\alpha$ is the smallest non-zero probability in $M$ (i.e., $\alpha = \min\{M_{ij} | M_{ij} > 0\}$) and $n$ is the number of vertices of $M$.

For general Markov chains (with possibly periodic recurrent classes), we adapt the above result as follows. Consider the set $T$ of transient vertices, each recurrent class $C_1, C_2, \ldots, C_i$ with their respective period $d_1, d_2, \ldots, d_i$, and let $d = \text{lcm}\{d_1, \ldots, d_i\}$ be their least common multiple. Note that $d_i \leq n$ for all $1 \leq i \leq l$ and $d$ is at most the product of all prime numbers smaller than $n$, thus at most exponential in $n$ [13]. Then $M^d$ can be viewed as the transition matrix of a Markov chain with aperiodic recurrent classes, and thus $\mu \cdot M^{d+t}$ converges to a steady-state vector $\pi$ as $t \to \infty$.

Considering a recurrent class $C_i$, and the vertices $j \in C_i \cup T$ the rate of convergence can be bounded as follows, where $\alpha^{d_i}$ is a lower bound on the smallest non-zero probability in $M^{d_i}$:

$$|\langle \mu \cdot M^{d+t} \rangle_j - \pi_j| \leq K_1 \cdot (1 - \alpha^{d_i})^{1/3n^2} \cdot \pi_j \leq K_1 \cdot (1 - \alpha^{n^2})^{1/3n^2},$$

which is independent of $i$, and thus holds for all $j \in V$. Let $K_3 = (1 - \alpha^{n^2})^{1/3n^2}$.

It follows that $|\langle \mu \cdot M^{d+t} \cdot w^T - \pi \cdot w^T \rangle| \leq n \cdot W \cdot K_3 \cdot K_3^t$ where $W = \|w\|$ is the largest absolute weight in $w$.

Then for all $\varepsilon > 0$, for all $t \geq \frac{\ln(\frac{1 - \alpha^{n^2}}{\varepsilon})}{\ln(K_3)}$ we have $|\langle \mu \cdot M^{d+t} \cdot w^T - \pi \cdot w^T \rangle| \leq \varepsilon$, and by the same reasoning with initial distributions $\mu_1 \cdot M, \mu_2 \cdot M^2, \ldots, \mu_{d-1} \cdot M^{d-1}$ we get $|\langle \mu \cdot M^{d+k} \cdot w^T - \pi \cdot M^k \cdot w^T \rangle| \leq \varepsilon$ for all $0 \leq k < d$.
Consider the sequence $u'$ defined by

$$
u'_t = \begin{cases} 
  u_t & \text{for all } t \leq d \cdot B \\
  u_{d \cdot B} + \sum_{k=d \cdot B}^t \pi \cdot M^{k \cdot \alpha} \cdot w^\top & \text{for all } t > d \cdot B 
\end{cases}$$

where $k \cdot \alpha$ is the remainder of the division of $k$ by $d$. Intuitively, $u'_t$ approximates $u_t$ after time $t = d \cdot B$ by considering the (expected) weight at time $t$ to be given by the limit (expected) weight at the steady-state distribution.

Then $|u'_t - u_t| \leq (t + 1) \cdot \varepsilon$ for all $t \geq 0$, and therefore $|\text{val}(u', T) - \text{val}(u, T)| \leq \varepsilon \cdot (T + 1)$ (by Lemma 6). The sequence $u'$ is an ultimately periodic sequence of the form $A.C^\omega$ where $|A| = d \cdot B$ and $|C| = d$. Hence the optimal value of $u'$ is given by Lemma 5 and can be obtained by computing the first $d \cdot B + d$ terms of the sequence $u'$, the steady-state vector $\pi$, the number $d$, and the average weight $M_C = \frac{S_C}{|C|}$ where $S_C = \sum_{i=0}^{d-1} \pi \cdot M^i \cdot w^\top$. This provides a way to compute an approximation with additive error $\varepsilon$ of the optimal value of a Markov chain in time $O(P(n) \cdot T \cdot B \cdot d)$ where $P(n)$ is a polynomial in the size of the Markov chain (that accounts for matrix multiplication, steady-state vector computation, etc.).

Using the fact that $(1 - \frac{1}{n})^x \in (0,1)$, and that $\ln(1 - \frac{1}{n}) \in O(-1/x)$, we obtain the bounds in Theorem 3 in the special cases where $\alpha$ or $n$ is constant.

**Theorem 3.** The optimal expected value of a Markov chain with expected stopping time $T$ can be computed to an arbitrary level of precision $\varepsilon > 0$, in time

$$O \left( P(n) \cdot T \cdot \frac{\ln \left( \frac{n \cdot w^\top}{\ln(K_3)} \right)}{\ln(K_3)} \cdot 2^{O(n)} \right)$$

where $K_3 = (1 - \alpha^3)^{1/3n^2}$ and $P(\cdot)$ is a polynomial.

If $\alpha$ (the smallest non-zero probability) is constant, then the computation time is in

$$O \left( \frac{P(n) \cdot 2^{O(n)}}{\alpha^{O(1)}} \cdot T \cdot \ln \left( \frac{n \cdot W}{\varepsilon} \right) \right) \quad (\text{as } n \to \infty).$$

If $n$ (the number of vertices) is constant, then the computation time is in

$$O \left( \frac{1}{\alpha^{O(1)}} \cdot T \cdot \ln \left( \frac{W}{\varepsilon} \right) \right) \quad (\text{as } \alpha \to 0).$$

There is a family of Markov chains on which the approximation algorithm of Theorem 3 runs in time exponential in the number of vertices of the Markov chains, showing that the complexity analysis of our algorithm cannot be improved to eliminate the exponential dependency in the number of vertices. However, whether there exists a polynomial-time algorithm for the approximation problem is an open question.

**Proposition 1.** There exists a family of aperiodic Markov chains $M(n, \alpha)$ with $2n$ vertices ($n \in \mathbb{N}$) and smallest probability $\alpha$ ($\alpha \leq \frac{1}{d}$) such that, for the initial distribution $\mu = (1, 0, \ldots, 0)$, we have

$$\max_j (|\mu \cdot M(n, \alpha)^{i_j} - \pi_j| \geq (1 - \alpha^n)^{\frac{i_j}{2}},$$

where $\pi$ is the steady-state vector of $M(n, \alpha)$, and the computation time of the approximation algorithm (of Theorem 3) for $M(n, \alpha)$ is at least

$$\frac{n \cdot \ln(1/\varepsilon)}{\alpha^n}.$$

**IV. MARKOV DECISION PROCESSES**

Markov decision processes (MDPs) extend Markov chains with transition choices determined by control actions. We give the basic definitions of MDPs and of the optimal expected value of an MDP with expected stopping time $T$.

**A. Basic definitions**

A **Markov decision process** is a tuple $\mathcal{M} = (V, A, \theta, \mu, w)$ consisting of:

- a finite set $V$ of vertices and a finite set $A$ of actions,
- a transition function $\theta : V \times A \to (V \to [0, 1])$ such that $\theta(v, a)$ is a probability distribution over $V$, that is, $\sum_{v' \in V} \theta(v, a)(v') = 1$ for all $v \in V$ and $a \in A$.
- $\mu : V \to [0, 1]$ is an initial distribution and $w : V \to Q$ is a vector of weights, as in Markov chains.

Given a vertex $v \in V$ and a set $U \subseteq V$, let $A_U(v)$ be the set of all actions $a \in A$ such that $\text{Supp}(\theta(v, a)) \subseteq U$. A closed set in an MDP is a set $U \subseteq V$ such that $A_U(v) \neq \emptyset$ for all $v \in U$. A set $U \subseteq V$ is an end-component [10], [3] (if $U$ is closed, and (ii) the graph $(U, E_U)$ is strongly connected where $E_U = \{(v, v') \in U \times U \mid \theta(v, a)(v') > 0 \text{ for some } a \in A_U(v)\}$ denote the set of edges given the actions. In the sequel, end-components should be considered maximal, that is such that no strict superset is an end-component.

A strategy in $\mathcal{M}$ is a function $\sigma : V^+ \to (A \to [0, 1])$ such that $\sigma(\rho)$ is a probability distribution over $A$, for all sequences $\rho \in V^+$. A strategy $\sigma$ is pure if for all $\rho \in V^+$, there exists an action $a \in A$ such that $\sigma(\rho)(a) = 1$; $\sigma$ is memoryless if $\sigma(\rho \delta v) = \sigma(\rho \delta)$ for all $\rho, \delta \in V^+$ and $v \in V$; $\sigma$ uses finite memory if there exists a right congruence $\approx$ over $V^+ \ (i.e., \ if \ the \ \rho \approx \rho', \ then \ \rho \cdot v \approx \rho' \cdot v \ for \ all \ \rho, \rho' \in V^+ \ and \ v \in V)$ of finite index such that $\rho \approx \rho'$ implies $\sigma(\rho) = \sigma(\rho')$.

Given the initial distribution $\mu$, and a strategy $\sigma$, a probability can be assigned to every finite path $\rho = v_0 \ldots v_n$ as follows:

$$\mathbb{P}_\mu(v_0v_1 \ldots v_k) = \mu(v_0) \prod_{i=0}^{k-1} \sum_{a \in A} \sigma(v_0 \ldots v_i)(a) \cdot \theta(v_i, a)(v_{i+1}).$$

Analogously, we denote by $E^\sigma_\mu(f)$ the expected value of the function $f : V^* \to Q$ defined over finite sequences of vertices. Let $u_t = E^\sigma_\mu(\sum_{i=0}^{t} w(v_i))$ and define the optimal expected value of $\mathcal{M}$ with expected stopping time $T \in Q$ as follows:

$$\text{val}(\mathcal{M}, T) = \sup_{\sigma} \inf_{\delta \in A} \sum_{t=0}^{\infty} \delta(t) \cdot u_t.$$
For an arbitrary strategy \( \sigma \), with probability 1 the set of states visited infinitely often along an (infinite) path is an end-component [9], [10]. Let the limit-probability of a (maximal) end-component \( U \) be the probability that the set of states visited infinitely often along a path is a subset of \( U \). A limit distribution under \( \sigma \) is a distribution \( \delta^* \) such that, for every end-component \( U \), the limit-probability of \( U \) is \( \sum_{v \in U} \delta^*(v) \).

B. Infinite memory is necessary

Since MDPs are an extension of Markov chains, the problem of computing the optimal expected value \( \text{val}(\mathcal{M}, T) \) is Positivity-hard (by Corollary 1). Another source of hardness for this problem is that infinite memory is required for optimal strategies, as illustrated in the following example.

**Example.** We show in Fig. 5 an MDP where infinite memory is required for optimal expected value. The only strategic choice is in vertex \( v_1' \) (we omit the actions in the figure, and all weights not shown are 0). In particular, the upper part \( \{v_1, \ldots, v_6\} \) is a Markov chain and after \( 3k + 2 \) steps, the probability mass in \( v_4 \) is \( p_k = \frac{4}{3} \cdot (1 - \frac{1}{3^k}) \). For instance \( p_0 = \frac{2}{3} \). Note that one step before, the probability mass in \( v_1 \) is \( \frac{1}{3} \cdot \frac{2}{3} \).

We claim that the optimal expected value of the MDP is 0, which can be obtained by a strategy \( \sigma_{\text{opt}} \) that ensures utility 0 at every step: let \( m_k \) be the mass of probability in \( v_1' \) after \( 3k + 1 \) steps (thus \( m_0 = \frac{2}{3} \), and \( m_1, m_2, \ldots \) depend on the strategy). In \( v_1' \), after \( 3k + 1 \) steps, the strategy \( \sigma_{\text{opt}} \) chooses \( v_4' \) with probability \( \alpha_k \) such that \( m_0 \cdot \alpha_0 = p_0 \), thus \( \alpha_0 = \frac{1}{2} \), and \( m_k \cdot \alpha_k = p_k - p_{k-1} \) for all \( k \geq 1 \). It is easy to see that \( m_k = \frac{1}{3} + \frac{1}{3} \cdot \frac{2}{3^k} \) and \( \alpha_k = \frac{1}{2 + 2 \cdot 3^k} \) ensure this as well as \( m_{k+1} = m_k \cdot (1 - \alpha_k) \) for all \( k \geq 0 \). Therefore the strategy \( \sigma_{\text{opt}} \) maintains always the same probability in \( v_4' \) as in \( v_4 \), and the expected total reward is 0 at every step.

It is easy to show that any other strategy (with a different value of some \( \alpha_k \)) produces a negative total utility at some time step (either by putting too much probability into \( v_4' \), and thus too much probability for weight \(-2\) in \( v_5' \), as compared to the weight 2 in \( v_5 \), or by putting too little probability into \( v_4' \), and thus too little probability for weight 1 in \( v_4' \), as compared to the weight \(-1\) in \( v_4 \)), and that it entails a negative expected value of the MDP.

The strategy \( \sigma_{\text{opt}} \) requires infinite memory, since the sequence \( \alpha_k \) is strictly decreasing, and the vertex \( v_1' \) is reached after \( 3k + 1 \) steps along a unique path \( \rho_k = v_0 v_1' (v_2' v_3' v_4')^k \).

It follows that for all right congruences \( \approx \) over \( V^+ \) such that \( \rho \approx \rho' \) implies \( \sigma_{\text{opt}}(\rho) = \sigma_{\text{opt}}(\rho') \), we have \( \rho_k \not\approx \rho_l \) for \( k \neq l \) since \( \alpha_k \neq \alpha_l \) for \( k \neq l \), thus \( \approx \) cannot have finite index.

As the above example illustrates, infinite-memory strategies are required in MDPs. The expected stopping-time problem can be formulated as a game between a player that controls the transition choice and the opponent that chooses the stopping times. However, the game is not a perfect-information game as the opponent chooses the stopping times without knowing the execution of the MDP (in particular, the stopping-time distribution cannot be adapted according to the outcome of the probabilistic choices in the MDP). As a consequence, while finite-memory strategies are sufficient in finite-horizon planning (even in perfect-information stochastic games), in contrast we show infinite-memory strategies are required. In general, in imperfect-information probabilistic models such as probabilistic automata [25], [27], [28], infinite-memory strategies are required [2], and the basic computational problems (such as optimal reachability probability) as well as their approximation are undecidable [20]. However, our setting only represents limited imperfect information for the opponent, and we establish in the rest of this section that the approximation problem is decidable.

C. Approximation of the optimal value

The problem of computing \( \text{val}(\mathcal{M}, T) \) up to an additive error \( \varepsilon \) can be solved as follows. We show that there exist \( \varepsilon \)-optimal strategies of a simple form: after some time \( t^* \) (that depends on \( \varepsilon \)), it is sufficient to play a (memoryless) strategy that maximizes the mean-payoff expected reward, defined as follows for a strategy \( \sigma \) in \( \mathcal{M} \):

\[
\text{MP}(\mathcal{M}, \sigma) = \limsup_{t \to \infty} \frac{1}{t} \sum_{i=0}^{t-1} E_{\mu}^\sigma (w(v_i)),
\]

and the **optimal mean-payoff value** is

\[
\text{val}_{\sigma}^{\text{MP}}(\mathcal{M}) = \sup_{\sigma} \text{MP}(\mathcal{M}, \sigma).
\]

**Remark 2.** It is known that (see e.g. [26]):

- pure memoryless strategies are sufficient for mean-payoff optimality, that is there exists a pure memoryless strategy \( \sigma \) such that \( \text{val}_{\sigma}^{\text{MP}}(\mathcal{M}) = \text{MP}(\mathcal{M}, \sigma) \);
for variants of the definition of mean-payoff expected reward (using \(\lim \sup\) instead of \(\lim \inf\), or where the \(\lim \sup\) and \(\mathbb{E}(\cdot)\) operators are swapped (also known as the expected mean-payoff value), the same pure memoryless strategy is optimal;

- all vertices in an end-component have the same optimal mean-payoff value.

Intuitively, a strategy \(\sigma\) that plays according to an optimal mean-payoff strategy after some time \(t^*\) has an asymptotic behaviour that is at least as good as any strategy, in particular any \(\varepsilon\)-optimal strategy; up to time \(t^*\) (thus for finitely many steps), if the strategy \(\sigma\) plays like an \(\varepsilon\)-optimal strategy, then the sequence of expected reward (defined above as \(u_i\)) is also good enough; the only question is whether switching to an optimal mean-payoff strategy may induce a transient loss of reward after \(t^*\) that could impede \(\varepsilon\)-optimality. In fact, we show that (1) the loss is bounded, and (2) the impact of a bounded loss on the expected value is negligible if \(t^*\) is large enough. That the loss is bounded, namely:

\[
\sup_{\sigma} \sup_{t} \sum_{i=0}^{t} \mathbb{E}_\mu(w(v_i)) \text{ is bounded if } \text{val}_{\text{MP}}(\mathcal{M}) \leq 0,
\]

may appear intuitively true, but is not simple to prove even in the special case where the mean-payoff value is 0. The proof has several steps, summarized in Fig. 6, leading to Theorem 4.

We start by proving that the loss is bounded in the simple case of Markov chains with mean-payoff value 0, then for larger classes of MDPs, using reductions that transform an MDP \(M\) of a larger class into an MDP \(M'\) of a smaller class for which a bound on the loss is already established. The transformations may increase the total expected reward (as then, an upper bound for \(M'\) gives an upper bound for \(M\)).

**Lemma 7.** In aperiodic Markov chains \((M, \mu, w)\), if the mean-payoff value, defined as \(\lim \sup_{t \to \infty} \frac{1}{t} \sum_{i=0}^{t-1} \mathbb{E}(w(v_i))\), is 0, then

\[
\sup_t \left| \sum_{i=0}^{t} \mathbb{E}(w(v_i)) \right| \leq 4nW \cdot t_0(\alpha)
\]

where \(\alpha\) is the smallest positive transition probability, \(t_0(\alpha) = 3 \cdot n^5 \cdot \left(\frac{1}{\alpha}\right)^n\), and \(W\) is the largest absolute weight according to \(w\).

To prove a similar result for MDPs (Theorem 4), we first consider the case of MDPs that consist of a single end-component, and show by contradiction that if it has mean-payoff value 0 and a large expected total reward could be accumulated from a vertex \(v_0\) using some strategy \(\sigma_0\), then by reaching \(v_0\) again (which is possible since the MDP is strongly connected) and repeating the same strategy \(\sigma_0\), we could get a strictly positive mean-payoff value. A technical difficulty in this proof is that \(v_0\) may be reached by paths of different lengths, but the large expected total reward that can be accumulated from \(v_0\) is obtained in a fixed number of steps.

**Lemma 8.** In an MDP \(\mathcal{M}\) that is an end-component (i.e., \(V\) is an end-component), if \(\text{val}_{\text{MP}}(\mathcal{M}) \leq 0\) and \(|V| = n\), then

\[
\sup_{\sigma} \sup_{t} \sum_{i=0}^{t} \mathbb{E}_\mu(w(v_i)) \leq 12 \cdot n^6 \cdot W \cdot \left(\frac{1}{\alpha}\right)^{n^3 + n}
\]

where \(\alpha\) is the smallest positive transition probability in \(\mathcal{M}\), and \(W\) its largest absolute weight.

We can easily extend the result to MDPs with several end-components, if all of them have mean-payoff value at most 0.

**Lemma 9.** In an MDP \(\mathcal{M}\) with \(n\) vertices in which all end-components have an optimal mean-payoff value at most 0, we have

\[
\sup_{\sigma} \sup_{t} \sum_{i=0}^{t} \mathbb{E}_\mu(w(v_i)) \leq 12 \cdot n^6 \cdot W \cdot \left(\frac{1}{\alpha}\right)^{n^3 + n}
\]

where \(\alpha\) is the smallest positive transition probability in \(\mathcal{M}\), and \(W\) its largest absolute weight.

In an arbitrary MDP with mean-payoff value at most 0, some end-components may have positive value, and others negative value, as in the example of Fig. 7: the three end-components \(\{v_0\}, \{v_1, v_2\}, \{v_3\}\) have respective mean-payoff value \(-1, 1, -2\). From the initial distribution \(\mu\) where \(\mu(v_0) = \mu(v_1) = \frac{1}{2}, \mu(v_2) = \frac{1}{4}\), the mean-payoff value is 0. The case where the MDP has some end-components with positive mean-payoff value requires a slightly more technical proof (see also Fig. 6): we first show in Lemma 10 that the supremum of expected total reward in MDPs is bounded if all end-components are uniform (an end-component is uniform if all its vertices have the same weight); then we present uniformization in Lemma 11 to transform arbitrary MDPs into uniform MDPs.

Fig. 6: Main steps towards the proof that the supremum of total expected reward is bounded in MDPs with mean-payoff value at most 0 (Theorem 4).
Lemma 10. Given an MDP $\mathcal{M}$ with $n$ vertices, let $\mathcal{E}$ be the union of all its end-components. Define the vector $w_{\text{trans}}$ and $w_{\text{ec}}$ as follows:

$$w_{\text{trans}}(v) = \begin{cases} w(v) & \text{if } v \in V \setminus \mathcal{E} \\ 0 & \text{if } v \in \mathcal{E} \end{cases}$$

$$w_{\text{ec}}(v) = \begin{cases} 0 & \text{if } v \in V \setminus \mathcal{E} \\ w(v) & \text{if } v \in \mathcal{E} \end{cases}$$

It follows that $w = w_{\text{trans}} + w_{\text{ec}}$ and by the triangular inequality, we have

$$\sup_{k} \sum_{i=0}^{k} \mathbb{E}_{\mu}^{\sigma}(w(v_i)) \leq \sup_{k} \sum_{i=0}^{k} \mathbb{E}_{\mu}^{\sigma}(w_{\text{trans}}(v_i)) + \sup_{k} \sum_{i=0}^{k} \mathbb{E}_{\mu}^{\sigma}(w_{\text{ec}}(v_i)).$$

Using Lemma 9, it is easy to bound the supremum of expected total reward for $w_{\text{trans}}$, and we present a bound on the supremum of expected total reward for $w_{\text{ec}}$ in uniform MDPs as follows.

Lemma 11. Given an MDP $\mathcal{M}$ with $n$ vertices, let $w_{\text{trans}}$ and $w_{\text{ec}}$ be the weight vectors of the transient vertices and of the end-components, respectively. We have

$$\sup_{\sigma} \sup_{t} \sum_{i=0}^{t} \mathbb{E}_{\mu}^{\sigma}(w_{\text{trans}}(v_i)) \leq 12 \cdot n^8 \cdot W \cdot \left(\frac{1}{\alpha}\right)^{n^3+n},$$

and if $\text{val}^{\text{MP}}(\mathcal{M}) \leq 0$ and all end-components of $\mathcal{M}$ are uniform, then

$$\sup_{\sigma} \sup_{t} \sum_{i=0}^{t} \mathbb{E}_{\mu}^{\sigma}(w_{\text{ec}}(v_i)) \leq 12 \cdot n^8 \cdot W \cdot \left(\frac{1}{\alpha}\right)^{n^3+n},$$

where $\alpha$ is the smallest positive transition probability in $\mathcal{M}$, and $W$ is its largest absolute weight.

We present a uniformization procedure that, given an MDP $\mathcal{M}$ with mean-payoff value at most 0, constructs an MDP $\mathcal{M'}$ with the same mean-payoff value as $\mathcal{M}$, with a larger supremum of expected total reward, and in which all end-components are uniform (an end-component is uniform if all its vertices have the same weight).

Theorem 4. Given an MDP $\mathcal{M}$ with $n$ vertices and $\text{val}^{\text{MP}}(\mathcal{M}) \leq 0$, we have:

$$\sup_{\sigma} \sup_{t} \sum_{i=0}^{t} \mathbb{E}_{\mu}^{\sigma}(w(v_i)) \in O \left(n^{16} \cdot W \cdot \left(\frac{1}{\alpha}\right)^{O(n^3)}\right)$$

where $\alpha$ is the smallest positive transition probability in $\mathcal{M}$, and $W$ its largest absolute weight.

Using Theorem 4, for all $\varepsilon > 0$ we can compute a bound $t^*$ such that there exists an $\varepsilon$-optimal strategy (for expected value) that plays according to an optimal mean-payoff strategy after time $t^*$.

Lemma 12. Given an MDP $\mathcal{M}$ and $\varepsilon > 0$, there exists an $\varepsilon$-optimal strategy that plays, after time $t^* = \frac{T(2B^*+\varepsilon)}{\varepsilon}$ (where $B^*$ is the bound given by Theorem 4), according to a memoryless optimal strategy $\sigma_{MP}$ for the mean-payoff value.

Proof. Consider an arbitrary strategy $\sigma$ in $\mathcal{M}$ (under expected stopping time $T$), and given $t^* \geq T$, consider a strategy $\sigma^*$ that plays like $\sigma$ up to time $t^*$, and then switches to a memoryless mean-payoff optimal strategy $\sigma_{MP}$, in the MDP $\mathcal{M}$ with initial distribution $\mu^* = \delta_{v_0}^*$ (the vertex distribution of $\mathcal{M}$ after $t^*$ steps under strategy $\sigma$). Let $\eta^*$ be the optimal mean-payoff value from $\mu^*$ in $\mathcal{M}$, and let $w' = w - \eta^*$ (where $w'(v) = w(v) - \eta^*$ for all $v \in V$). With weight vector $w'$, the optimal mean-payoff value of $\mathcal{M}$ is 0 from $\mu^*$.

Using Lemma 7 in the Markov chain obtained by fixing the strategy $\sigma_{MP}$ in $\mathcal{M}$ with initial distribution $\mu^*$, we obtain:

$$\sup_{t} \left| \sum_{i=0}^{t} \mathbb{E}_{\mu^*}^{\sigma_{MP}}(w'(v_i)) \right| \leq 12 \cdot n^6 \cdot W \cdot \left(\frac{1}{\alpha}\right)^{n^2}. \quad (7)$$

Let $u_i = \sum_{i=0}^{t} \mathbb{E}_{\mu}^{\sigma}(w(v_i))$ and let $u_i^* = \sum_{i=0}^{t} \mathbb{E}_{\mu}^{\sigma_{MP}}(w(v_i))$ be the sequence of expected total reward under strategy $\sigma$ and $\sigma^*$ respectively. To show $\varepsilon$-optimality of $\sigma^*$, take $t^* \geq \frac{T(2B^*+\varepsilon)}{\varepsilon}$ and show that:

$$\text{val}(u^*, T) \geq \text{val}(u, T) - \varepsilon$$
The proof is in two steps. First we bound the difference $u_t - u^*_t$ as follows, for all $t \geq 1$:

$$u_t - u^*_t = \sum_{i=0}^{t} \mathbb{E}^\sigma_t(w(v_i)) - \sum_{i=0}^{t} \mathbb{E}^\sigma_t(w(v_i))$$

$$= \sum_{i=0}^{t} \mathbb{E}^\sigma_t(w'(v_i)) - \sum_{i=0}^{t} \mathbb{E}^\sigma_t(w'(v_i))$$

(since $\mathbb{E}(w') = \mathbb{E}(w) + \eta^*$)

$$= \sum_{i=0}^{t} \mathbb{E}^\sigma_t(w'(v_i)) - \sum_{i=0}^{t} \mathbb{E}^\sigma_t(w'(v_i))$$

$$= \sum_{i=0}^{t} \mathbb{E}^\sigma_t(w'(v_i)) - \sum_{i=0}^{t} \mathbb{E}^\sigma_t(w'(v_i))$$

(since $\sigma$ and $\sigma^*$ agree in the first $t^*$ steps)

$$\leq B^* + C^* \leq 2B^*$$

(triangular inequality and bounds given by Theorem 4 and (7))

In a second step, consider an arbitrary bi-Dirac distribution $\delta$ with support $\{t_1, t_2\}$ and expected stopping-time $T$, and consider the difference between the value of sequences $u_t$ and $u^*_t$ under $\delta$, if $t_2 \geq t^*$ (the difference is 0 if $t_2 < t^*$):

$$\mathbb{E}^\delta(u) - \mathbb{E}^\delta(u^*)$$

$$= u_{t_1}(t_2 - T) + u_{t_2}(T - t_1) - u^*_{t_1}(t_2 - T) - u^*_{t_2}(T - t_1)$$

$$= \frac{T - t_1}{t_2 - t_1} \cdot (u_{t_2} - u^*_{t_2})$$

(since $\sigma$ and $\sigma^*$ agree in the first $t^*$ steps, and thus $u_{t_1} = u^*_{t_1}$)

$$\leq \frac{T - t_1}{t_2 - t_1} \cdot 2B^* \leq \frac{T}{t^* - T} \cdot 2B^* \leq \varepsilon$$

(since $0 \leq t_1 \leq T$)

It follows that under all bi-Dirac distributions $\delta$ with expected stopping-time $T$, the expected value of the sequence $u^*_t$ is, up to additive error $\varepsilon$, greater than the expected value of $u_t$. Therefore, since bi-Dirac distributions are sufficient for optimality (Section III-B1), we have $val(u^*, T) \geq val(u, T) - \varepsilon$. Hence $\sigma^*$ is $\varepsilon$-optimal.

We can express in the existential theory of the reals that the value of a strategy that eventually plays according to a memoryless strategy (as in Lemma 12) is above a given threshold, which entails decidability of computing an approximation of the optimal value up to an additive error $\varepsilon$.

**Lemma 13.** Given an MDP $M$ and a time $t^*$, we can compute to an arbitrary level of precision $\varepsilon > 0$ the optimal value among the strategies that play after time $t^*$ according to a memoryless strategy.

**Proof.** We describe the choices of an arbitrary strategy up to time $t^*$ using variables $x_{v,t,a}$ for every $v \in V$, $0 \leq t \leq t^*$, and $a \in A$, where $x_{v,t,a}$ is the probability to play action $a$ at time $t$ in vertex $v$. Note that we ignore the history of vertices, which is no loss of generality since the utility achieved by a strategy at time $t$ only depends on the probability mass in each vertex at time $t$, and if a sequence of distribution can be achieved by some strategy, then it can be achieved by a Markov strategy (in which the choice depends only on the time and the current vertex). It is easy to express the probability mass in $v$ at time $t$ (and therefore the utility $u_t$) as a function of the variables $x_{v,t,a}$.

After time $t^*$, consider a memoryless strategy and we can express its mean-payoff value $\eta^*$ as a function of the vertex distribution at time $t^*$, thus as a function of the variables $x_{v,t,a}$. Then for $t = t^* + 1, t^* + 2, \ldots$, we compute the utility $u_t$ at time $t$ as a function of the variables $x_{v,t,a}$, and consider the utility sequence $u_0, u_1, u_2, \ldots$, (corresponding to an ultimately periodic path) using Lemma 5 and by an argument similar to the proof of Lemma 6 using the bound of Lemma 7 for Markov chains, we get a bound on the approximation error as follows: the value after $\hat{t}$ differ by at most $D = n \cdot W \cdot K_1 \cdot K_3^{t^* - t}$ from the actual utility, thus the error on the value is at most

$$\frac{D \cdot (T - t_1)}{t_2 - t_1} \leq D \cdot T$$

which is at most $\varepsilon$ for $\hat{t} \geq t^* + B$ where $B = \frac{\ln(n \cdot W \cdot K_1 \cdot K_3^{t^* - t})}{\ln(K_3)}$ (Lemma 6)

By Lemma 12 and Lemma 13, we can compute up to error $\frac{\varepsilon}{2}$ the value of an $\frac{\varepsilon}{2}$-optimal strategy, and since the error is additive ($\varepsilon = \frac{\varepsilon}{2} + \frac{\varepsilon}{2}$), it follows from the proof of Lemma 13 that, by computing (as a symbolic expression in variables $x_{v,t,a}$) the sequence of utilities up to time $t = \frac{T}{t^* - T} + \frac{\ln(n \cdot W \cdot K_1 \cdot K_3^{t^* - t})}{\ln(K_3)}$ and then considering an increment of $\eta^*$ at every step, we can compute the value of optimal expected value of the MDP up to error $\varepsilon$ in exponential space (since $\hat{t}$ is exponential and the existential theory of the reals can be decided in PSPACE [6]). In this way, we obtain the main result of this section: an approximation of the value with expected stopping time can be computed for MDPs up to an arbitrary additive error.

**Theorem 5.** The optimal expected value of an MDP with expected stopping time $T$ can be computed to an arbitrary level of precision $\varepsilon > 0$, in exponential space.

**V. Conclusion**

We studied Markov chains and MDPs with expected stopping time, and showed the hardness of computing the exact value, as the associated decision problem for Markov chains is inter-reducible with the Positivity problem, thus at least as hard as the Skolem problem. Approximation of the value can be computed in exponential time for Markov chains, and exponential space for MDPs (thus the approximation problem is decidable although optimal strategies require infinite memory).

It is an open question to determine the exact complexity of the approximation problem, and whether approximations can be computed in polynomial time, or if any complexity-theoretic lower bound can be established. We are not aware of any complexity lower bounds for approximation of the
Positivity problem. Another direction for future work is to determine the memory requirement for pure strategies in MDPs.
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