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Average-energy games
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Average-energy games

Motivating example

HYDAC oil pump industrial case study [CJLT09] (Quasimodo
research project).

Goals:

+2.2 litres/second

== Vmax

Accumulator

A \

Machine/Consumer
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Average-energy games

Motivating example

HYDAC oil pump industrial case study [CJLT09] (Quasimodo
research project).

Goals:

+2.2 litres/second

© Keep the oil level in the safe zone.

— Energy objective with lower
and upper bounds: EG,y

== Vmax

Accumulator

© Minimize the average oil level.
Vmin — Average-energy objective: AE

A \

Machine/Consumer

= Conjunction: AE;y
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Average-energy games

Average-energy: illustration

@ Two-player turn-based games with
Di—\_/O/ 0 integer weights.
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Average-energy: illustration

D/\:i‘/é/lv? @ Two-player turn-based games with
0
70

integer weights.

@ Focus on two

strategies.
—> We look at the energy level (EL) along a play.
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Average-energy games

Average-energy: illustration

2 ] 1 @ Two-player turn-based games with
D/\_:O/v 0 integer weights.
2 ‘O\O @ Focus on two

strategies.

—> We look at the energy level (EL) along a play.

Energy Energy
3 3
O(EL > 0) O(EL > 0)
2 2
1 1
0 Step 0 Step
0 1 2 3 4 5 6 0 1 2 3 4 5 6

Energy objective (EG, /EG,): e.g., always maintain EL > 0.
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2 ] 1 @ Two-player turn-based games with
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—> We look at the energy level (EL) along a play.
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Mean-payoff (MP): long-run average payoff per transition.
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Average-energy: illustration

2 ] 1 @ Two-player turn-based games with
M 0 integer weights.
2 \O @ Focus on two strategies.

—> We look at the energy level (EL) along a play.

Energy
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TP=0,TP=1

Step
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Total-payoff (TP)

in the case MP = 0 by looking at
high/low points of the sequence.
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Average-energy games

Average-energy: illustration

-2 | @ Two-player turn-based games with
D/\_:O/v 0 integer weights.
70

@ Focus on two strategies.

—> We look at the energy level (EL) along a play.

Energy

Average-energy (AE) . average EL along a play.
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Average-energy games

Average-energy: illustration

-2 | 2 @ Two-player turn-based games with
M 0 integer weights.
770

@ Focus on two memoryless strategies.

—> We look at the energy level (EL) along a play.

Energy

Average-energy (AE) further refines TF: average EL along a play.

—> Natural concept (cf. case study).
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Average-energy games

Average-energy: overview

Objective 1-player 2-player memory
MP P [Kar78] NP N coNP [ZP96] memoryless [EM79]
P P [FV97] NP N coNP [GS09] memoryless [GZ04]
EG, P [BFLT08] NP N coNP [CdAHSO03, BFLT08] memoryless [CAAHSO03]
EGy PSPACE-c. [FJ13] EXPTIME-c. [BFL'08] pseudo-polynomial
AE P NP N coNP memoryless

> For all but EG;y, strategies suffice.
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> For all but EG;y, strategies suffice.
Techniques:

> Classical criteria cannot be applied
out-of-the-box [EM79, BSV04, AR14, GZ04, Kop06].

>> 1-player: memorylessness proof and polynomial-time LP-based
algorithm.

> 2-player: extension thanks to Gimbert and Zielonka [GZ05].

> MP-hardness.
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Average-energy games
With LU energy constraints, memory is needed!

AE|y ~ minimize AE while keeping EL € [0, 3] (init. EL = 0).

Energy
0 l 1
-3 0
0
2 1 2 3 45 6 7 8
(a) One-player AE;y game. (b) Play m1 = (acacacab)®.
Energy Energy
3
NN W AE = 8/5 2
1 -
0 Step 01
1 2 3 45 1 2 3 45
(c) Play m2 = (aacab)“. (d) Play 73 = (acaab)“.

Minimal AE with m3: alternating between the +1, +2 and —3 cycles.
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Average-energy games
With LU energy constraints, memory is needed!

AE;y ~ minimize AE while keeping EL € [0, 3] (init. EL = 0).

Non-trivial behavior in general!
— Need to choose carefully which cycles to play.

The AE;y problem is EXPTIME-complete.

— Reduction from AE;y to AE on pseudo-polynomial game
(= AE.y € NEXPTIME N coNEXPTIME).

— Reduction from this AE game to MP game +
pseudo-poly. algorithm.
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Average-energy games

What about L constraints?

One-player case only!

@ Upper bound on the energy level, thanks to Lafourcade et
al [LLT04]

@ Results for AE; apply!

@ Unfortunately hard to extend to two-player games
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Average-energy games

With energy constraints: results overview

Objective 1-player 2-player memory

MP P [Kar78] NP N coNP [ZP96] memoryless [EM79]

TP P [FV97] NP N coNP [GS09] memoryless [GZ04]

EG, P [BFL*08] NP N coNP [CdAHS03, BFLT08] memoryless [CdAHSO03]

EGy PSPACE-c. [FJ13] EXPTIME-c. [BFL'08] pseudo-polynomial

AE P NP N coNP memoryless
AELy (poly. U) P NP N coNP polynomial
AE,y (arbitrary) PSPACE-c. EXPTIME-c. pseudo-polynomial

AE; PSPACE-e./NP-h. /EXPTIME-h.
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Average-energy games

Objective 1-player 2-player memory
MP P [Kar78] NP N coNP [ZP96] memoryless [EM79]
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EG, P [BFL*08] NP N coNP [CdAHS03, BFLT08] memoryless [CdAHSO03]
EGy PSPACE-c. [FJ13] EXPTIME-c. [BFL'08] pseudo-polynomial
AE P NP N coNP memoryless
AELy (poly. U) P NP N coNP polynomial
AE,y (arbitrary) PSPACE-c. EXPTIME-c. pseudo-polynomial

AE;

PSPACE-e./NP-h.

open/EXPTIME-h.

open (> pseudo-poly.)

Status at Barbizon last year!
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Average-energy games

With energy constraints: results overview

Objective 1-player 2-player memory
MP P [Kar78] NP N coNP [ZP96] memoryless [EM79]
TP P [FV97] NP N coNP [GS09] memoryless [GZ04]
EG, P [BFLT08] NP N coNP [CdAHS03, BFLT08]  memoryless [CdAHS03]
EGry PSPACE-c. [FJ13] EXPTIME-c. [BFL*08] pseudo-polynomial
AE P NP N coNP memoryless
AE.y (poly. U) P NP N coNP polynomial
AE;y (arbitrary) PSPACE-c. EXPTIME-c. pseudo-polynomial
AE; PSPACE-e./NP-h.  2-EXPTIME-e./EXPSPACE-h.  super-exp. (doubly exp.)

Thanks to a fresh idea by Piotr Hofman
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Average-energy games

Two-player games with L-constraints

The crux idea

If the average is low (smaller than t), then there must be a large
number of configurations with energy level smaller than t!
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Average-energy games

Two-player games with L-constraints

The crux idea

If the average is low (smaller than t), then there must be a large
number of configurations with energy level smaller than t!

Assume AE(m) < t:
e Iy eTlstst. Vn, 3°n > n,

t

density (v, W[n,n’]) = m

@ There is a reachable cycle with average < t (called good)

@ All (reachable) good cycles with no strict good sub-cycles
have length bounded by 8t1t>(t + 1)3|S|?
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Average-energy games

Seeing strategies as (finite) trees
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Average-energy games

Seeing strategies as (finite) trees

@ A finite good tree represents a winning strategy

e Fix a winning strategy, and build a finite tree by “closing”

minimal good cycles. We then have a finite good tree, hence
a winning strategy!
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Average-energy games

What is missing?
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What is missing?

@ energy level is bounded in green
parts

@ what about outside green parts?

~> better understand winning
strategies in pushdown games
an original idea by [Wal01],
revisited in [FZ12], from which we
can derive a doubly-exponential
upper bound on the energy level!

Average-energy games
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Average-energy games

What is missing?

@ energy level is bounded in green
parts
@ what about outside green parts?
~> better understand winning
strategies in pushdown games
an original idea by [Wal01],
revisited in [FZ12], from which we
can derive a doubly-exponential

upper bound on the energy level!

@ reduced to AE;y problem!
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With energy constraints: results overview

Average-energy games

Objective 1-player 2-player memory
MP P [Kar78] NP N coNP [ZP96] memoryless [EM79]
TP P [FV97] NP N coNP [GS09] memoryless [GZ04]
EG, P [BFL*08] NP N coNP [CdAHS03, BFLT08]  memoryless [CdAHS03]
EGy PSPACE-c. [FJ13] EXPTIME-c. [BFL*08] pseudo-polynomial
AE P NP N coNP memoryless
AEy (poly. U) P NP N coNP polynomial
AEy (arbitrary) PSPACE-c. EXPTIME-c. pseudo-polynomial

AE,

PSPACE-e./NP-h.

2-EXPTIME-e./EXPSPACE-h.

super-exp. (doubly exp.)
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Average-energy games

Wrap-up

“New” quantitative objective.l
> Yields natural payoff functions.
AE “refines” TP (and MP).

>
> Same complexity class as EG;, MP and TP games.
> AE;y and AE; now well-understood.

>

Interesting proofs techniques.

!Appeared in [TV87] as an alternative total reward definition but not
studied until recently. See also [CP13, BEGM15].
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