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Abstract
In these notes, we survey works made on the models of weighted timed automata and games, and more specifically on the optimal reachability problem.

1 Introduction

In thirty years computerized systems have widely spread in our society, from ubiquitous electronic appliances (communication devices, automotive equipment, etc), to internet transactions (e-banking, e-business, etc), to new technologies (like wireless communications), and to critical systems (medical devices, industrial plants, etc). Due to their rapid development, such systems have become more and more complex, and unfortunately this development has come with many bugs, from arithmetic overflow (which caused the crash of the Ariane 5 rocket in 1996) to race conditions (which caused the lethal dysfunction of the Therac-25 radiotherapy machine in the late 80’s) or infinite loops (for instance the leap-year bug turning all Zune MP3 devices off on 31 December 2008). Many of those bugs could have been avoided if implemented softwares had been formally verified prior to their use. The need for formal methods for verifying and certifying computer-driven systems is therefore blatant.

Toward the development of more reliable computerized systems, several verification approaches have been developed, among which the so-called model-checking technique. Model-checking is a model-based approach to verification, which goes back to the late seventies [45, 31, 46]. Given a system $S$ and a property $P$, the model-checking approach consists in constructing a mathematical model $M_S$ for the system and a mathematical model $\varphi_P$ for the property, for which we will be able to automatically check that $M_S$ satisfies $\varphi_P$. If the models $M_S$ and $\varphi_P$ are accurate enough with respect to $S$ and $P$ respectively, we will deduce with confidence that the system $S$ satisfies the property $P$. This approach requires the development of expressive modelling formalisms (to increase faithfulness of models) and efficient algorithms.

These last twenty years a huge effort has been made to design expressive models for representing computerized systems. As part of this effort the model of timed automata has been proposed
in the early nineties [4, 5], as a powerful and suitable model to reason about (the correctness of) real-time computerized systems. Timed automata extend finite-state automata with several clocks, which can be used to enforce timing constraints between various events in the system. They provide a convenient formalism and enjoy reasonably-efficient algorithms (e.g. reachability can be decided using polynomial space), which explains the enormous interest that they provoked in the community of formal methods. Timed games [8] extend timed automata with a way of modelling systems interacting with external, uncontrollable components: some transitions of the automaton cannot be forced or prevented to happen. The reachability problem then asks whether there is a strategy to reach a given state, whatever the uncontrollable components do. This problem can also be decided, in exponential time.

Timed automata and games are not powerful enough for representing quantities like resources, prices, temperature, etc. The more general model of hybrid automata [3, 2, 37, 38] (see [47] for a survey) allows for accurate modelling of such quantities using hybrid variables. The evolution of these variables follow differential equations, depending on the state of the system, and this unfortunately makes the reachability problem undecidable [38], even in the restricted case of stopwatches, which are clocks that can be stopped and restarted.

Weighted (or priced) timed automata [6, 9] and games [42, 11, 17] have been proposed in the early 2000’s as an intermediary model for modelling resource consumption or allocation problems in real-time systems (e.g. optimal scheduling [11]). As opposed to (linear) hybrid systems, an execution in a weighted timed model is simply one in the underlying timed model: the extra quantitative information is just an observer of the system, and it does not modify the possible behaviours of the system. Figure 4 displays an example of a weighted timed game: each location carries an integer, which is the rate by which the weight (we will also call it cost thereafter) increases when time elapses in that location. Some edges also carry a weight, which indicates how much the cost increases when crossing this edge. The cost of an execution is then the accumulated sum of the costs of all individual moves along the execution, and this cost value is a quantitative measure of the quality of the execution. Dashed edges are uncontrollable, and cannot be forced or prevented to occur; they appear in timed games only. Notice that the constraints on edges never depend on the value of the cost, but only on the values of the clocks.

In these notes, we investigate the optimal reachability problem in weighted timed automata and games: given a target location, we want to know what is the optimal (i.e. smallest) cost for reaching the target location, and what is a corresponding strategy? We will survey the main results that have been obtained on that problem. We will start with a motivating example (Section 2). In Section 3 we will focus on the automaton model, state the main decidability result, and give a glimpse of the new abstraction that may be used in this context. In Section 4, we will overview most of the results which have been obtained on this problem; we will also give some details on some of the technics that have been used. We will then show how we can use the models studied in this paper to model the initial motivating example (Section 5).
2 An example: The task graph scheduling problem

In this section, we give an example of problem, that we will be able to model and solve using the developments presented in this paper.

We want to compute the following arithmetical expression:

\[ D \times (C \times (A + B)) + (A + B) + (C \times D) \]

using two processors, whose characteristics are given in Figure 1.

![Figure 1: Characteristics of the two processors](image)

The theory we will describe in these notes will allow to model this system, and compute time-optimal, as well as cost-optimal, schedules. We will come back to this example in Section 5.
Figure 3: Three possible schedules and their characteristics

3 Optimal reachability in weighted timed automata

3.1 Weighted timed automata

In this section we introduce the weighted (also named priced) timed automaton model, that has been proposed in 2001 for representing resource consumption in real-time systems [6, 9].

We consider as time domain the set $\mathbb{R}_{\geq 0}$ of non-negative reals. We let $X$ be a finite set of variables, called clocks. A (clock) valuation over $X$ is a mapping $v : X \rightarrow \mathbb{R}_{\geq 0}$ that assigns to each clock a time value. The set of all valuations over $X$ is denoted $\mathbb{R}_{\geq 0}^{X}$. Let $t \in \mathbb{R}_{\geq 0}$, the valuation $v + t$ is defined by $(v + t)(x) = v(x) + t$ for every $x \in X$. For $Y \subseteq X$, we denote by $[Y \leftarrow 0]v$ the valuation assigning 0 (respectively $v(x)$) to every $x \in Y$ (respectively $x \in X \setminus Y$).

We write $0_{X}$ for the valuation which assigns 0 to every clock $x \in X$.

The set of clock constraints over $X$, denoted $C(X)$, is defined by the grammar:

$$g ::= x \sim c \mid g \land g$$

where $x \in X$ is a clock, $c \in \mathbb{N}$, and $\sim \in \{<, \leq, =, \geq, >\}$.

Clock constraints are evaluated over clock valuations, and the satisfaction relation, denoted $v \models g$, is defined inductively by $v \models (x \sim c)$ whenever $v(x) \sim c$, and $v \models g_{1} \land g_{2}$ whenever $v \models g_{1}$ and $v \models g_{2}$.

**Definition 3.1.** A weighted (or priced) timed automaton is a tuple $A = (X, L, \ell_{0}, \text{Goal}, E, \text{cost})$ where $X$ is a finite set of clocks, $L$ is a finite set of locations, $\ell_{0} \in L$ is the initial location, $\text{Goal} \subseteq L$ is a set of goal (or final) locations, $E \subseteq L \times C(X) \times 2^{X} \times L$ is a finite set of edges (or transitions), and $\text{cost} : L \cup E \rightarrow \mathbb{N}$ is a cost function which assigns a value to each location and to each transition. The cost (function) $\text{cost}$ is said stopwatch whenever $\text{cost}(L) \subseteq \{0, 1\}$ and $\text{cost}(E) = \{0\}$. 
In the above definition, if we forget about the cost function, we obtain the well-known model of \textit{timed automata} \cite{4, 5}. The semantics of a weighted timed automaton is that of the underlying timed automaton, and the role of the cost function will be to give a quantitative information to the moves and the executions in the system.

We therefore start by recalling the semantics of a timed automaton $A = (X, L, \ell_0, \text{Goal}, E)$. It is given as a timed transition system $\mathcal{T}_A = (S, s_0, \rightarrow)$ where $S = L \times \mathbb{R}_{\geq 0}^X$ is the set of configurations (or states) of $A$, $s_0 = (\ell_0, 0^X)$ is the initial configuration, and $\rightarrow$ contains two types of moves:

- **delay moves:** $(\ell, v) \xrightarrow{t} (\ell, v + t)$ if $t \in \mathbb{R}_{\geq 0}$;
- **discrete moves:** $(\ell, v) \xrightarrow{e} (\ell', v')$ if there exists an edge $e = (\ell, g, Y, \ell')$ in $E$ such that $v \models g$, $v' = [Y \leftarrow 0]v$.

A \textit{run} $\varrho$ in $A$ is a finite or infinite sequence of moves in the transition system $\mathcal{T}_A$, with a strict alternation of delay moves (though possibly 0-delay moves) and discrete moves. In the following, we may write a run $\varrho = s \xrightarrow{t_1} s_1 \xrightarrow{e_1} s_1 \xrightarrow{t_2} s_2 \xrightarrow{e_2} s_2 \ldots$ more compactly as $\varrho = s \xrightarrow{t_1, e_1} s_1 \xrightarrow{t_2, e_2} s_2 \ldots$. A transition of the form $s \xrightarrow{t, e} s'$ will be called a \textit{mixed move}. If $\varrho$ is a finite run which ends in some $s = (\ell, v)$ with $\ell \in \text{Goal}$, we say that $\varrho$ is accepting. If $s \in S$ is a configuration, we write $\text{Runs}(A, s)$ (respectively $\text{Runs}_f(A, s)$, $\text{Runs}_\text{acc}(A, s)$) the set of infinite (respectively finite, finite accepting) runs that start in $s$.

In the following we will assume timed automata are non-blocking, that is, from every reachable configuration $s$, there exists some delay $t$ and some edge $e$, there exists some configuration $s'$ such that $s \xrightarrow{t, e} s'$ is a mixed move of $A$.

We can now give the semantics of a weighted timed automaton $A = (X, L, \ell_0, \text{Goal}, E, \text{cost})$. The value $\text{cost}(\ell)$ given to location $\ell$ represents a cost rate, and delaying $t$ time units in a location $\ell$ will then cost $t \cdot \text{cost}(\ell)$. The value $\text{cost}(e)$ given to edge $e$ represents the cost of taking that edge. Formally, the cost of the two types of moves in a weighted timed automaton is defined as follows\footnote{Note that we overload the notation $\text{cost}$, which designs both the cost assigned to a transition or a location in a weighted timed automaton, and the cost assigned to a move in the transition system. It will also be used to represent the cost of an execution.}

\[
\begin{align*}
\text{cost} \left( (\ell, v) \xrightarrow{t} (\ell, v + t) \right) &= t \cdot \text{cost}(\ell) \\
\text{cost} \left( (\ell, v) \xrightarrow{e} (\ell', v') \right) &= \text{cost}(e)
\end{align*}
\]

A \textit{run} $\varrho$ of a weighted timed automaton is a run of the underlying timed automaton, \textit{i.e.}, a finite or infinite sequence of moves in the transition system (with a strict alternation of delay and discrete moves). The cost of $\varrho$, denoted $\text{cost}(\varrho)$, is the sum of the costs of all the simple moves along $\varrho$.

\textbf{Example 3.2.} We consider the weighted timed automaton $A$ depicted on Figure 4, where we do not distinguish between dashed and plain edges for the moment. When relevant (\textit{i.e.}, when the cost is non-null), we decorate each location with a value (like 5 for location $\ell_0$), that
represents the cost rate in that location, and we decorate each edge with a value (like $+7$ for edge $w_3$), that represents the discrete cost of taking that edge. A possible run in $A$ is:

$$
\varrho = (\ell_0, 0) \xrightarrow{e_1} (\ell_1, 0.1) \xrightarrow{e_3} (\ell_1, 0.1) \xrightarrow{e_3} (\ell_3, 0.1) \xrightarrow{w_3} (\ell_3, 2) \xrightarrow{w_3} (\ominus, 2)
$$

The cost of $\varrho$ is $\text{cost}(\varrho) = 5 \cdot 0.1 + 1 \cdot 1.9 + 7 = 9.4$ (the cost per time unit is $5$ in $\ell_0$, $1$ in $\ell_3$, and the cost of transition $w_3$ is $7$).

### 3.2 Optimization problems

Unlike hybrid systems, in weighted timed automata, cost variables do not constrain the behaviours of the system, but are ‘observer variables’: they give a quantitative information on the quality (or performance) of an execution, but cannot impact on the possible executions. Several optimization criteria can then be thought of, like the optimal cost for reaching some goal in the system, or the optimal mean-cost that can be achieved along infinite executions of the system. These optimization problems are relevant for instance in scheduling problems, where the cost evolution can be viewed as resource consumption.

In this subsection we give an overview of the decidability and complexity results for the two optimization problems we have mentioned. In the next subsection we will give a rough idea why these results hold.

#### 3.2.1 The optimal cost problem

Intuitively, the optimal cost problem asks what is the optimal cost for reaching the goal locations in a weighted timed automaton. We assume $\mathcal{A} = (X, L, \ell_0, \text{Goal}, E, \text{cost})$ is a weighted timed automaton. The optimal cost for reaching goal locations in $\mathcal{A}$ is defined as:

$$
op\text{cost}_{\mathcal{A}} = \inf \{ \text{cost}(\varrho) \mid \varrho \in \text{Runs}^{\text{acc}}(\mathcal{A}, s_0) \}$$

By extension when we will speak of the complexity, we will mean the complexity of the corresponding decision problem, which asks, given a threshold $c \in \mathbb{Q}_{\geq 0}$, whether $\nop\text{cost}_{\mathcal{A}} \leq c$. If $\varepsilon > 0$, a run $\varrho \in \text{Runs}_f(\mathcal{A}, s_0)$ is an $\varepsilon$-optimal schedule in $\mathcal{A}$ if $\nop\text{cost}_{\mathcal{A}} \leq \text{cost}(\varrho) \leq \nop\text{cost}_{\mathcal{A}} + \varepsilon$. 

![Figure 4: A first small example](image-url)
Example 3.3. We consider the weighted timed automaton of Example 3.2 (page 5). There are basically two choices that can be made: (i) when edge $e_1$ is fired, and (ii) go through $\ell_2$ or through $\ell_3$. Writing $t$ for the value of clock $x$ when $e_1$ is fired, the accumulated cost along plays of the game is either $5t + 10(2 - t) + 1$ (through $\ell_2$) or $5t + (2 - t) + 7$ (through $\ell_3$). The optimal cost is thus $\inf_{t \in \mathbb{Z}} \min(5t + 10(2 - t) + 1, 5t + (2 - t) + 7) = 9$, and the optimal time for firing transition $e_1$ is when $t = 0$. Then, the best choice is to go through $\ell_3$.

In this context, the first problem which has been solved already in the early nineties is the optimal time problem, where the cost represents the time that has elapsed (the cost rates in locations are equal to 1 — they increase at the same speed as the time — and discrete costs of transitions are set to 0): the problem then amounts to computing the optimal time for reaching one of the distinguished goal locations in a timed automaton.

Theorem 3.4 ([33]). The optimal time in timed automata is computable in exponential time.

Applying the further results (theorem 3.6) on weighted timed automata, we can refine this result, and computing the optimal time in timed automata can actually be solved in polynomial space. Moreover, we can prove that the corresponding decision problem is indeed PSPACE-complete (if there is an answer to the reachability problem, we can bound the duration of a witness run by an exponential, and then answering positively to the decision problem for that upper bound duration is equivalent to answering the reachability question, which is known to be PSPACE-hard).

Almost ten years after this first result, the general optimal cost optimal problem in weighted timed automata has been formulated and solved independently in [6] and in [9].

Theorem 3.5 ([6, 9]). The optimal cost in weighted timed automata is computable (in exponential time).

The algorithm developed in [6] is based on an extension of the classical region automaton, and yields an EXPTIME upper bound, whereas the algorithm developed in [9] is based on well-quasi-orders and gives no good information on the complexity of the problem.

Few years later, the precise complexity of that problem has been settled.

Theorem 3.6 ([13]). The optimal cost problem in weighted timed automata is PSPACE-complete. Furthermore, for every $\varepsilon > 0$, $\varepsilon$-optimal schedules can be computed.

Remark 3.7. Note that the above result also holds when the costs of locations on transitions are taken in $\mathbb{Z} = \mathbb{N} \cup -\mathbb{N}$, the set of integers.

3.2.2 The optimal mean-cost problem

The optimal mean-cost problem asks what is the optimal cost per time unit (mean-cost) that can be achieved (or approximated) in a weighted timed automaton. To define the most general
mean-cost problem, we assume that $\mathcal{A}$ is a weighted timed automaton with two cost functions, say cost and reward ($\mathcal{A} = (X, L, l_0, \text{Goal}, E, \text{cost}, \text{reward})$). Then, the optimal mean-cost of $\mathcal{A}$ with respect to cost and reward is formally defined as:

$$\text{opt}_{\text{cost}}^\omega_{\mathcal{A}} = \inf \{ \text{mean\_cost}(\varrho) \mid \varrho \in \text{Runs}(\mathcal{A}, s_0) \}$$

where mean\_cost($\varrho$) is defined as $\liminf_{n \to +\infty} \frac{\text{cost}(\varrho_n)}{\text{reward}(\varrho_n)}$ ($\varrho_n$ is the prefix of length $n$ of $\varrho$). We use the ‘lim inf’ operator because the limit might not be properly defined. A particular case is when the reward corresponds to the time elapsed, in which case the value mean\_cost($\varrho$) is the mean cost per time unit along run $\varrho$. If $\varepsilon > 0$, a run $\varrho \in \text{Runs}(\mathcal{A}, s_0)$ is an $\varepsilon$-optimal schedule in $\mathcal{A}$ if $\text{opt}_{\text{cost}}^\omega_{\mathcal{A}} \leq \text{mean\_cost}(\varrho) \leq \text{opt}_{\text{cost}}^\omega_{\mathcal{A}} + \varepsilon$. The following result has been proven:

**Theorem 3.8 ([15, 16]).** Under some restrictions for the reward function, the optimal mean-cost problem is PSPACE-complete in weighted timed automata. Furthermore, for every $\varepsilon > 0$, $\varepsilon$-optimal schedules can be computed.

The restrictions mentioned in the above theorem assume the function reward be strictly non-Zeno, i.e., along any cycle of the region automaton, the reward increases by some positive lower-bounded amount. If we consider the time elapsed instead of a general reward-function, this amounts to the classical strongly non-Zeno hypothesis, that is for instance made in [8].

Note that this hypothesis is required to get the above result, as a counter-example to the algorithm has been exhibited, when this hypothesis is not satisfied, see Example 3.9.

![Figure 5: A counter-example (to the algorithm) when the reward is not strictly non-Zeno](image)

**Example 3.9.** We consider the weighted timed automaton depicted on Figure 5. We write $\alpha/\beta$ to indicate the cost and reward of the locations and the edges. We can notice that the reward is not strongly non-Zeno, because of the right-most cycle.

In this automaton, for every (infinite) run $\varrho$, mean\_cost($\varrho$) = $+\infty$, whereas the algorithm (based on the corner-point abstraction, see next subsection) computes 2.

### 3.3 The corner-point abstraction

The two decidability results mentioned in the previous subsection can be proven using a refinement of the classical region abstraction construction [1, 5], which is the basic tool for proving the decidability of many timed models like timed automata. A region is a set of valuations which are time-abstract bisimilar: it means that if $v$ and $v'$ are two valuations belonging to the
same region, for every location \( \ell \), similar behaviours will be possible from \((\ell, v)\) and \((\ell, v')\). For the readers not familiar with this construction, we refer to [12, Chap. 2.3] for a presentation of this classical construction, which uses notations and drawings similar to the current notes.

We first notice that regions are not suitable for computing optimal (mean-)costs because costs of region-equivalent trajectories may have pretty different costs. For example, the cost of run \( \varrho \) given in Example 3.2 is 9.4 whereas the cost of the (region-equivalent) run delaying 0.9 time units in \( \ell_0 \) and then 2.1 time units in \( \ell_3 \) is 13.6. However we are not interested in computing the costs of all possible runs, but rather to compute extremal (i.e., minimal and/or maximal) cost values. The idea is then to record the cost of moving through extremal points of the regions (those points which have integral coordinates). These points are called corner-points, and will annotate regions. We build a graph, called the corner-point abstraction, which refines the classical region automaton, and whose states are tuples \((\ell, R, \alpha)\) where \( \ell \) is a location of the original automaton, \( R \) is a region, and \( \alpha \) is a corner-point of \( R \). There will be a (delay) transition between \((\ell, R, \alpha)\) and \((\ell, R', \alpha')\) either when \( R = R' \) and \( \alpha' \) is a (strict) successor of \( \alpha \), or when \( R' \) is the next successor of \( R \) (in the region graph) and \( \alpha' = \alpha \) is a corner of both \( R \) and \( R' \). There will be a (switch) transition between \((\ell, R, \alpha)\) and \((\ell', R', \alpha')\) when \( (\ell', R') \) is the region successor of \((\ell, R)\) by the reset of the transition, and \( \alpha' \) is the image of \( \alpha \) by the same reset. Intuitively, being in state \((\ell, R, \alpha)\) of this graph will mean that we are in location \( \ell \), in region \( R \), close to the extremal point \( \alpha \); And moving from one state to another through a delay transition means letting time elapse and be close to the designated corners. This construction is illustrated and explained with some more intuition in Example 3.10.

Example 3.10. We illustrate the notion of corner-points in a two-dimensional clock space. We assume the reader is familiar enough with the classical region construction of [4, 5], or refer to [12, Chap. 2.3] for a description of this classical construction, which uses notations and drawings similar to the current notes. Classical evolution of regions can be schematized as in Figure 6: when time elapses, regions are visited following time successors (the immediate successor of a triangular region is a flat region while the immediate successor of a flat region is a triangular region), and when firing transitions, clocks may be reset, and regions are then somehow projected into regions of smaller dimensions.

The corner-point abstraction refines the region abstraction and is depicted in Figure 6. Corners decorating regions are indicated with a black bold dot. We consider the top-left-most region \((R, \alpha)\) of the figure decorated with the corner in the bottom. When time elapses, it is transformed into the top corner of the same region which is almost one time unit later: thus, as the cost rate in the current location is supposed to be 3 per time unit, the cost of this move will be set to 3. The next move is to enter the next region (which is flat) but to stay close to the same corner: the cost is thus almost 0 (because almost no time has elapsed), that is why we label the move by 0. And so on. For discrete moves, regions are transformed as usual, and corners are also projected (the projection preserves the property of extremal points of polyhedra). Transitions are then labelled with the cost of the transition (7 in our example).

Given a weighted timed automaton \( \mathcal{A} \), we write \( \text{CP}(\mathcal{A}) \) for its corner-point abstraction. The result is a weighted finite graph (whose cost functions will also be denoted cost and reward), in which it will be possible to solve the (mean-)cost optimality problems [32, 41, 50].
An important property of this graph is that, given a finite run \( \varrho : (\ell_0, v_0) \to (\ell_1, v_1) \to \ldots \to (\ell_n, v_n) \) in \( A \), there exist two finite paths \( \pi : (\ell_0, R_0, \alpha_0) \to (\ell_1, R_1, \alpha_1) \to \ldots \to (\ell_n, R_n, \alpha_n) \) and \( \pi' : (\ell_0, R_0, \alpha'_0) \to (\ell_1, R_1, \alpha'_1) \to \ldots \to (\ell_n, R_n, \alpha'_n) \) in \( \text{CP}(A) \) such that \( v_i \in R_i \) for every \( i \), \( \alpha_i \) and \( \alpha'_i \) are corners of \( R_i \), and \( \text{cost}(\pi) \leq \text{cost}(\varrho) \leq \text{cost}(\pi') \). Conversely, for every finite path \( \pi : (\ell_0, R_0, \alpha_0) \to (\ell_1, R_1, \alpha_1) \to \ldots \to (\ell_n, R_n, \alpha_n) \) in \( \text{CP}(A) \), for every \( \varepsilon > 0 \), we can construct a real run \( \varrho : (\ell_0, v_0) \to (\ell_1, v_1) \to \ldots \to (\ell_n, v_n) \) in \( A \) such that for every index \( i \), \( v_i \in R_i \), and \( |\text{cost}(\varrho) - \text{cost}(\pi)| < \varepsilon \).

There is thus a strong relation between finite runs in \( A \) and finite paths in \( \text{CP}(A) \). Computing the optimal cost for reaching a given goal in \( A \) reduces to computing the optimal cost for reaching a distinguished set of states in the discrete weighted graph \( \text{CP}(A) \).

The case of optimal mean-cost needs some more work, the corner-point abstraction can nonetheless be used to compute it. We first recall that in a finite weighted graph, the optimal mean-cost can be computed as the mean cost of a reachable (simple) cycle that minimizes that value \[ \text{II} \] — we call such a cycle an optimal cycle. Then, we prove that the mean-cost of an infinite run in \( A \) cannot be any better than the optimal cycle in \( \text{CP}(A) \). This can be proven by taking longer and longer prefixes of an infinite run \( \varrho \), and at the limit, the ratio will always be larger than the mean-cost of the optimal cycle in \( \text{CP}(A) \). Write \( \varrho_n \) for the prefix of length \( n \) of \( \varrho \). Applying the previous result on finite runs, we can construct a finite path \( \pi_n \) in \( \text{CP}(A) \) such that \( \text{cost}(\pi_n) \leq \text{cost}(\varrho_n) \). We can decompose \( \pi_n \) into cycles as schematically depicted on Fig-
The linear part of $\pi_n$ is cycle-free, hence has a bounded length, and its cost will somehow become negligible when $n$ tends to $+\infty$. The mean-cost of every cycle is no better than the optimal cycle of $CP(A)$. Hence, at the limit, the mean-cost of $g$ will not be better than the mean-cost of the optimal cycle in $CP(A)$. Conversely, paths in the corner-point abstraction can be approximated by real runs in the original automaton with costs and rewards that are very close to the one in the corner-point abstraction. The construction is presented in details in [16].

The size of the corner-point abstraction is exponential in the size of the original automaton (a region $R$ has at most $|X|$ corner-points, where $X$ is the set of clocks of the automaton), i.e., as is the size of the region automaton. Using non-determinism, we can guess optimal paths (respectively cycles) in $CP(A)$, without first computing the full graph. This non-deterministic algorithm uses polynomial space, hence the $PSPACE$ upper bound for the two optimization problems. The $PSPACE$ lower bound can be easily obtained by reduction to the reachability problem in timed automata, for appropriate cost functions.

### 3.4 Partial conclusion and related work

In this section, we have presented the decidability results for two basic optimization problems on weighted timed automata. This is really encouraging because the theoretical complexity of these problems is the same as standard reachability in timed automata.

In the context of (non-weighted) timed automata, regions are not used in implementations, but a symbolic approach based on zones is preferred and implemented. Similarly, a symbolic approach for the optimal reachability problem based on priced zones, an extension of standard zones, has been proposed [43]. The paper [10] reports algorithms and applications of the tool Uppaal-Cora which is based on this approach. Also, when several cost variables are defined, it is possible to compute Pareto-optimal points [44]. On the contrary, the optimal mean-cost is not implemented yet, since no good data structures have been developed. This is however a very challenging (and non-trivial) line of research.

We should emphasize that the corner-point abstraction is a very interesting abstraction, which has further been used for solving other optimization problems, like the time-discounted cost.
optimal problem \[34\] (this extends the classical discounted payoff that we can find in the game theory literature \[50\]).

Finally, let us notice that even though one can compute the optimal (mean-)cost in weighted timed automata, only almost-optimal schedules can be synthesized. The corner-point abstractions does not allow to compute an optimal schedule, nor to decide that one exists.

4 Optimal reachability in weighted timed games

We have seen the optimal cost and the optimal mean-cost were both computable in weighted timed automata in polynomial space. This is really encouraging to consider more involved problems. In this section, we consider the very similar problems, but no more in the context of closed systems, as in the previous section, but in the context of open systems. An open system somehow models an interaction between the system itself and the environment it is embedded in. As often this is modelled as games \[49\] and we will use some terminology from game theory.

4.1 Weighted timed games

A \emph{weighted timed game} \(G = (X, L, \ell_0, \text{Goal}, E, \text{cost})\) is a weighted timed automaton in which edges are decoupled into controllable edges played by the \emph{controller} (set \(E_c \subseteq E\)) and uncontrollable edges played by the \emph{environment} (set \(E_e \subseteq E\)). W.l.o.g. we assume \text{Goal} locations are sink locations with cost 0 per time unit, and a loop on each of the locations with cost 0.

A \emph{(controller) strategy} in \(G\) from the initial state \(s_0 = (\ell_0, 0_X)\) is a partial function \(f\) that associates to a finite run \(\varrho \in \text{Runs}_f(G, s_0)\) a pair \((d, e) \in \mathbb{R}_{\geq 0} \times E_c\) such that edge \(e\) can be taken after delaying \(d\) time units after \(\varrho\); it describes the next move to be done after \(\varrho\). A strategy \(f\) is said \emph{memoryless} if for all runs \(\varrho, \varrho' \in \text{Runs}(G, s_0)\), \(\text{last}(\varrho) = \text{last}(\varrho')\) implies \(f(\varrho) = f(\varrho')\). Memoryless strategies are somehow ‘simple’ strategies that do not take past into account to make the next decision.

A run \(\varrho = s_0 \xrightarrow{t_1, e_1} s_1 \xrightarrow{t_2, e_2} s_2 \ldots\) is compatible with a strategy \(f\) whenever for every \(i\), either \((t_i+1, e_{i+1}) = f(\varrho \leq i)\) or \(t_{i+1} \leq t\) and \(e_{i+1} \in E_e\) where \(f(\varrho \leq i) = (t, e)\). That way, a strategy \(f\) defines a set of (maximal) \emph{plays} denoted \(\text{plays}_G(f)\). The strategy \(f\) is \emph{winning} (for the reachability goal) if all (maximal) plays of \(\text{plays}_G(f)\) end up in \text{Goal}.

The classical reachability game problem asks, given a timed game \(G\), whether there is a winning controller strategy for the reachability goal. Classical reachability games have been considered in the context of timed systems in the nineties, and deciding those games is \text{EXPTIME}-complete \[8, 36\]. For those games, memoryless region-uniform (that is, the same edge is given by the strategy within a region) strategies are sufficient.

\footnote{\(\varrho \leq i\) is the prefix of length \(i\) of \(\varrho\): \(\varrho \leq i = s_0 \xrightarrow{t_1, e_1} \ldots \xrightarrow{t_i, e_i} s_i\).}
In the context of weighted timed games, an optimality criterion can be expressed. The cost of a winning strategy $f$ is defined as:

$$\text{cost}_G(f) = \sup \{ \text{cost}(\varrho) \mid \varrho \in \text{plays}_G(f) \}$$

Note that if $f$ is a winning strategy, then for every $\varrho \in \text{plays}_G(f)$, $\text{cost}(\varrho) < +\infty$. However it might be the case that $\text{cost}_G(f) = +\infty$.

The aim of the controller is to optimize this value and we want to compute the optimal cost the controller can ensure, whatever the environment does, which can be formally written as:

$$\text{opt}_{\text{cost}}_G = \inf \{ \text{cost}_G(f) \mid f \text{ winning strategy} \}$$

We will consider the two following decision problems:

- the first, called the **bounded cost problem**, asks, given a threshold $c \in \mathbb{Q}_{\geq 0}$, whether there is some strategy $f$ such that $\text{cost}_G(f) \leq c$;
- the second, called the **optimal cost problem**, asks, given a threshold $c \in \mathbb{Q}_{\geq 0}$, whether $\text{opt}_{\text{cost}}_G \leq c$.

We will also be interested in synthesizing **almost-optimal** strategies, that is for every $\varepsilon > 0$, computing a strategy $f_\varepsilon$ which is $\varepsilon$-optimal: $\text{opt}_{\text{cost}}_G \leq \text{cost}_G(f) \leq \text{opt}_{\text{cost}}_G + \varepsilon$.

**Example 4.1.** We consider the weighted timed automaton of Example 3.2 (page 5). Dashed (respectively plain) arrows are now for uncontrollable (respectively controllable) transitions. Depending on the choice of the environment (going to location $\ell_2$ or $\ell_3$), the accumulated cost along plays of the game is either $5t + 10(2 - t) + 1$ (through $\ell_2$) or $5t + (2 - t) + 7$ (through $\ell_3$) where $t$ is the delay elapsed in location $\ell_0$. The optimal cost the controller can ensure is thus $\inf_{t \leq 2} \max(5t + 10(2 - t) + 1, 5t + (2 - t) + 7) = 14 + \frac{1}{3}$, and the optimal time for firing transition $e_1$ is when $t = \frac{4}{3}$. The controller has an optimal strategy, which consists in waiting in location $\ell_0$ until $x = \frac{1}{2}$, and in entering location $\ell_1$. Then, the environment chooses to go either to $\ell_2$ or to $\ell_3$, and finally when the value of $x$ reaches 2, the controller goes to the goal location $\odot$.

**Remark 4.2.** Let us mention that in the above example, the optimal cost is non-integral, contrary to the case of closed systems. This means in particular that no region-based technology (and even corner-point abstraction) can be used to solve optimal timed games.

Until recently [21], these two problems were used with no real distinction. However they can interestingly easily be distinguished, as shown in Example 4.3.

**Figure 8:** Two weighted timed games with optimal cost 1
Example 4.3. Consider the two weighted timed games depicted on Figure 8. In the game on the left, for every $\varepsilon > 0$, the controller has a strategy to get cost $1 + \varepsilon$. In the game on the right, the controller has a strategy to ensure cost strictly less than 1. Hence, in both cases, the optimal cost is 1, but they generate quite different ‘behaviours’.

4.2 Decidability or undecidability?

In the late nineties, optimal-time timed games (i.e., weighted timed games where cost represents time elapsing) have been considered [7], and the complexity has been made precise rather recently [39] using strategy improvement techniques.

Theorem 4.4 ([7, 39]). Optimal-time in reachability timed games is computable. The corresponding decision problem is $\text{EXPTIME}$-complete.

The reason is that the region abstraction needs not be refined to compute the optimal time.

Remark 4.5. Note also that the $\text{EXPTIME}$ upper bound could have been computed as follows: solve the reachability game classically, and record the corresponding memoryless winning strategy (using for instance a backward algorithm à la [5]), compute the maximal time $\tau$ for winning following that memoryless strategy (this needs to be bounded, otherwise it would not be winning), and then add an extra clock $z$ which is never reset but is used in a guard $z \leq c$ (for $c$ chosen non-deterministically not larger than $\tau$) which constrains every transition leading to a location in $\text{Goal}$. The optimal time is the smallest $c$ for which the transformed game is winning (because thanks to [7] we know that the optimal time is an integer). Finally as the value of $\tau$ is at most exponential (because the selected winning strategy is memoryless), this global algorithm only requires exponential time.

Then, in [42], optimal timed games (with general costs) are considered, and a doubly-exponential time algorithm is designed for computing optimal cost (and synthesizing (almost-)optimal strategies) in acyclic timed games. The algorithm somehow extends classical min/max-algorithms for discrete games to timed games.

In [1], the 2$\text{EXPTIME}$ upper bound mentioned above is improved to an $\text{EXPTIME}$ upper bound. Note that this algorithm computes for every winning state the optimal cost for winning and provides a (possibly almost) optimal winning strategy. The algorithm which is proposed splits the state-space into polyhedra on which (roughly) optimal winning strategies are uniform, it is pretty involved, and relies on nice geometrical properties of the state-space. Moreover, a family of weighted timed games is given, for which it is unavoidable to split the set of winning states into an exponential number of pieces.

Theorem 4.6 ([42, 1]). Optimal cost can be computed in $\text{EXPTIME}$ in acyclic weighted timed games. Furthermore, almost-optimal winning strategies can be computed.

As a consequence of the above results, and independently shown in [17] using different technics:
ON THE OPTIMAL REACHABILITY PROBLEM IN WEIGHTED TIMED AUTOMATA AND GAMES

Theorem 4.7 ([11, 17]). Under some restrictions for the cost function, the optimal cost and almost-optimal winning strategies can be computed in weighted timed automata.

The restriction made in the above result is quite strong. It says that the cost needs to be strongly non-Zeno: there is a constant $\kappa > 0$ such that every run that is read over a cycle of the region automaton has cost larger than $\kappa$. That means that the longer is a play, the larger will be its cost; more precisely, if $M$ is a bound on the cost of a given winning strategy (that we can choose memoryless and region-uniform), then we can unfold the game up to a depth which ensures that all runs will have cost larger than $M$, and solve this uncomplete unfolded game; this will preserve the optimal cost.

The first undecidability result has come as a surprise in [30]! It requires weighted timed games with five clocks. This result has been improved a bit later using a new encoding requiring only three clocks [14].

Theorem 4.8 ([30, 14]). The bounded cost problem for weighted timed games with three clocks or more is undecidable.

Note that, formally, this result does not speak of the optimal cost, but only of the existence of a strategy whose cost is bounded by some constant (which is the bounded cost problem). This is some intriguing discrepancy with all known decidability results, which speak of the optimal cost problem. It has taken almost ten years for finally transferring this undecidability to the optimal cost problem.

Theorem 4.9 ([21]). The optimal cost problem for weighted timed games with four clocks or more is undecidable.

In Subsection 4.3, we will describe the undecidability proof of [14], which will help understand why it is so hard to analyze weighted timed games.

Is that the end of the story?

The previous undecidability result has settled the status of the optimal reachability problem in arbitrary weighted timed games, and has launched a quest for decidable subclasses of weighted timed games. The first result in that direction is the following:

Theorem 4.10 ([30]). The optimal cost in single-clock stopwatch timed games is computable.

In the restricted case mentioned in the above theorem, the semi-algorithm proposed in [17] terminates, because roughly, classical regions never need to be split and are thus correct.

---

4 We recall that a stopwatch timed game is a weighted timed game where the cost is stopwatch, that is, can have rates 0 or 1.
Then, optimal cost in weighted timed games with one clock (but arbitrary cost) has been proven computable \[25\] (though in a restricted turn-based framework where locations are either controllable — i.e. all transitions leaving this location are controllable — or uncontrollable). The high complexity of the algorithm of \[25\] has later been improved in \[48, 35\], and a special subclass has been exhibited, in which optimal cost can be computed in \textsc{Ptime}. Technics used in these papers make either use of structural properties of the game (like in \[25\]) or of value iteration technics (like \[35\]).

**Theorem 4.11** \([25, 48, 35, 28]\). The optimal cost in turn-based single-clock weighted timed games is computable in \textsc{Exptime} (\textsc{Ptime} if only two rates among \(\{0, -d, d\}\) for some \(d\)). Note that the corresponding decision problem is \textsc{Ptime}-hard. Furthermore, for every \(\varepsilon > 0\), we can compute \(\varepsilon\)-optimal and memoryless strategies.

Another way to get around the undecidability results is to relax on the precision of the computation. A recent result \[21\] builds on that idea, and proposes an approximation algorithm for the optimal cost and for winning strategies. We believe that this is an interesting research direction: indeed, in all decidability results that have been proven so far, even when the optimal cost can be computed, only almost-optimal strategies (or schedules, in the case of weighted timed automata) can be synthesized. Hence, it seems that it is sufficient to compute an (arbitrary) approximate value of the optimal cost. More precisely, the result can be stated as follows:

**Theorem 4.12** \([21]\). Under some restrictions over the cost function, an arbitrary approximation of the optimal cost can be computed in weighted timed games. Furthermore, almost-optimal strategies can be computed as well.

We discuss now the restrictions mentioned in the theorem. They assume that the cost function satisfies the following condition: there exists some positive \(\kappa > 0\) such that, if \(\rho\) is a run of the underlying timed automaton which is read over a cycle of the region automaton, then:

\(\begin{align*}
\text{(a) either } & \text{cost}(\rho) = 0; \\
\text{(b) or } & \text{cost}(\rho) \geq \kappa^5
\end{align*}\)

This restriction relaxes the strictly non-Zeno hypothesis made in Theorem 4.7, where all runs are required to satisfy condition (b). We should then insist on two things:

- First, as stated in Theorem 4.7, if (b) is always satisfied, the optimal cost can be computed;
- Then, the undecidability proofs for Theorems 4.8 and 4.9 (presented in Subsection 4.3) only build games that satisfy the restriction.

The complexity of the approximation is unfortunately not so good \((2 \exp(|\mathcal{G}|) \cdot \left(1/\varepsilon\right)^{|X|}, \text{where } \varepsilon \text{ is the required precision})\). However the scheme might probably be improved to be turned into a reasonably efficient algorithm. This is left as an open problem.

We will now give more details for the undecidability results, and for the approximation scheme.

\^5Similarly to the strongly non-Zeno hypothesis, we can take w.l.o.g. \(\kappa = 1\).
4.3 A glimpse of the undecidability proof

We will present the basic ideas of the undecidability proof proposed in [14] for Theorem 4.8, which we think is quite instructive. First we consider the two small modules that are depicted on Figure 9. The module \( \text{Add}_x^+(x, y) \) (respectively \( \text{Add}_x^{+(1-x)}(x, y) \)) uses \( z \) as an extra clock, lets the values of \( x \) and \( y \) at the end of the module be the same as at the entry of the module, increases the cost by \( x_0 \) (respectively \( 1 - x_0 \)) if \( x_0 \) is the value of \( x \) when entering the module.

![Figure 9: Two interesting modules](image)

Concatenating these modules, one can implement various cost functions (non-negative linear combinations of \( x_0 \), \( y_0 \), \( 1 - x_0 \), \( 1 - y_0 \) and 1). In particular, one can implement the two cost functions \( \text{cost}_1 \) and \( \text{cost}_2 \) defined as follows:

\[
\text{cost}_1(x_0, y_0) = 2x_0 + (1 - y_0) + 2 \quad \text{cost}_2(x_0, y_0) = 2(1 - x_0) + y_0 + 1
\]

Now, it is easy to check that \( 2x_0 > y_0 \) implies \( \text{cost}_1(x_0, y_0) > 3 \), whereas \( 2x_0 < y_0 \) implies \( \text{cost}_2(x_0, y_0) > 3 \). Moreover, if \( 2x_0 = y_0 \), then \( \text{cost}_1(x_0, y_0) = \text{cost}_2(x_0, y_0) = 3 \). Hence if we are in a state with \( x = x_0 \) and \( y = y_0 \), and if the choice of the cost function is given to the environment, it can enforce a cost (strictly) larger than 3 if and only if \( 2x_0 \neq y_0 \). Otherwise, the cost will be 3, whatever is the choice of the environment. This will later serve as a module to check whether twice the value of \( x \) is equal to the value of \( y \). We denote this test module \( \text{Test}_z(2x = y) \), with the subscript \( z \) to indicate that an extra clock \( z \) is used in the module.

To simulate a two-counter machine, the idea is to store the value of a counter \( c \) into a clock, whose value will be, at distinguished points in time, \( \frac{1}{2} \). Hence, to store the values of two counters, one needs two clocks. Assume an instruction increments the first counter, and lets the second counter unchanged. Assume furthermore that the value of the first counter is \( c \) and is stored in clock \( x \), whereas the value of the second counter is \( d \) and is stored in clock \( y \). We consider the module depicted on Figure 10 which will simulate the above instruction (the value of the first counter is initially stored in clock \( x \) and finally in clock \( z \)).

The duration of an execution in that module is one time unit (condition checked by the extra clock \( u \)). It is not difficult to check that the final values for \( x \) and \( y \) correspond to their initial values. The final value for \( z \) has been non-deterministically guessed during the execution, so can be anything within the interval \([0, 1]\), say \( \alpha \). An uncontrollable transition leads to the test module \( \text{Test}_y(x = 2z) \) that we have described earlier. If (and only if) the guess for \( z \) has been correct (or equivalently \( 2\alpha = \frac{1}{2} \)) the environment has no strategy to get a cost value larger than 3.
There is no cost labelling locations of the main game, we only add a discrete cost of +3 (or three time units with cost-rate 1) when reaching the halting state. In that reduction:

the two-counter machine halts if, and only if,
the controller has a winning strategy with cost no more than 3
in the weighted timed game.

It is worth noticing that the described reduction uses four clocks, and not three, as claimed. However, we can get rid of clock $u$ using the following trick: the value of the second counter $d$ is now stored by the value $\frac{1}{3} d$ (note that the choice of $\frac{1}{2} c$ and $\frac{1}{3} d$ is arbitrary, it could be $\frac{1}{p} c$ and $\frac{1}{q} d$ for $p$ and $q$ relatively prime integers). Indeed we can prove that the constraint $u = 1$ at the end of the module can be replaced by the constraints that the value of $x$ is a negative power of 2 and the value of $y$ is a negative power of 3. Testing that the value of $x$ is a negative power of 2 can be done by iteratively multiplying the value of $x$ by 2 (done using the Test$_y(z=2x)$ module) and eventually reaching 1. Finally the constraint that the last location of the module be transient is done by adding a positive cost to that location, and requiring the controller to have a strategy with cost no more than 3.

We can finally notice that the cost in this constructed game is stopwatch (there is no discrete cost, and all cost rates are 0 or 1).

### 4.4 A glimpse of the approximation scheme

We quickly describe in this subsection the approximation scheme used in Theorem 4.12. We fix a weighted timed game $G = (X, L, \ell_0, \text{Goal}, E, \text{cost})$, and we split it along regions.

The kernel $K$ of $G$ is the part in which all runs have cost 0: it is made of locations with cost-rate 0, and edges with cost 0. The idea is that sub-runs in $K$ do not impact on the global cost of the execution, but it does impact on the clock values; on the other hand, sub-runs outside of the kernel have an important impact on the cost of the execution, hence they cannot be too long.

Using this intuition, we build a semi-unfolding of the game from the initial location: the game

---

6For every region $r$, for every transition $\ell \xrightarrow{X} \ell'$, we add transitions $(\ell, r) \xrightarrow{X, r} (\ell', r')$ for every time-successor region $\overrightarrow{r'}$ of $r$, and $r' = [Y \leftarrow 0] \overrightarrow{r'}$. 
is unfolded, and once the kernel is entered, a (folded) copy of the kernel is plugged; the game is unfolded again from the output edges of the kernel. We stop unfolding when the depth of this semi-unfolding is $N = (M + 2) \cdot |R(G)|$, where $|R(G)|$ is the size of the region automaton of $G$ and $M$ is an upper bound on $\text{opt\_cost}_G$. This enforces that all runs from the root to a leaf has a cost larger than what should be generated by an (almost-)optimal strategy. Hence the optimal cost in the original game and in the semi-unfolding coincide. The construction is illustrated on Figure 11.

![Figure 11: Semi-unfolding of game G](image)

The approximation scheme then is as follows: an exact min-max algorithm is applied in tree-like parts of the semi-unfolding; an approximation algorithm is applied in the various copies of the kernel. This is schematized in Figure 12. We now give more details on each of these steps:

(i) In the tree-like parts of the semi-unfolding. The computation of the optimal cost can be done using the min-max algorithm of [42] or its refinement of [1].

Such a bound can be precomputed by selecting a memoryless region-based winning strategy and by computing its cost.
(ii) *In the kernels.* A kernel surprisingly generates complex behaviours, even though cost cannot increase, and in particular the optimal cost cannot be computed. We therefore assume we have computed cost functions at the output edges, which correspond to approximations of the optimal cost one can achieve from those edges. Those functions are smooth enough to be under- and over-approximated by piecewise-constant functions, which are constant over a refinement of the standard set of regions (that is, regions obtained with a smaller granularity). Given such a piecewise constant function (which is an under- or an over-approximation), the game played in a kernel becomes a standard (non-weighted, since cost is 0 everywhere) timed game with an extended reachability winning condition: the preference order over output edges is given by the piecewise-constant function (the smaller, the better). Applying results on standard timed games, we easily get that those games can be solved, based on the given refinement of the regions. Hence, a piecewise-constant (under- or over-approximated) cost function can be computed at each entry of the current copy of the kernel.

Note that (arbitrary) almost-optimal winning strategies can be computed in parallel with an approximation of the optimal cost.

**Remark 4.13.** We would like to point out that, in the games used in the undecidability proofs, there is a single kernel, which corresponds to the simulation of the two counter machine (that is, before leaving to a test gadget). And the piecewise-constant approximations (roughly) correspond to bounding the counters (that is, we can then not distinguish between large values of the counters).

### 4.5 Partial conclusion and remarks

In this section, we have presented the problem of optimal timed games, where the aim of the controller is to optimize the cost for reaching some designated set of goal locations, whatever the environment does. The general problem is unfortunately undecidable, and only restricted classes of systems yield decidability.

We believe an important new insight has been given by an approximation scheme for computing arbitrary approximations of the optimal cost and of corresponding winning strategies. Having in hand these approximations is probably enough in practice. Also, even when the optimal cost can be computed, there is no algorithm to compute an optimal winning strategy, hence an approximation is sufficient.

Current work includes investigating further the approximation scheme, and developing a symbolic algorithm that could be used in practice. One would also like to extend the scheme to the whole class of weighted timed games (with no restriction on the cost).

Finally, notice that average-time and mean-payoff objectives have been considered as well in the context of timed games, and while average-time optimal strategies can be computed [10], mean-cost optimal strategies cannot be computed, but interesting subclasses can be exhibited [27].
5 Back to the task graph scheduling example

We come back to the example we have described in Section 2.

A first model of the system, which ignores energy consumption is given by the (natural) product
of the timed automata depicted on Figure 13. Each processor has three locations, which indicate
whether the processor is idle, or is doing an addition or a multiplication. Timing constraints for
the operations are given by clock constraints. The $t_i$’s are Boolean variables that are initially
set to 0, and when a task is finished, it is set to 1 (or true): task $T_4$ requires tasks $T_1$ and $T_2$
to be finished before it can start, hence the Boolean constraint ‘$t_1 \land t_2$’ when starting Task $T_4$.

Automata synchronize on labels in a standard way. On this model, one can ask whether there
is a schedule that manages to compute the arithmetical expression, and exhibit one. One can
also ask what is the time-optimal schedule. This is actually the second schedule of Figure 3.

One can refine the models of the processors by adding energy consumption information in
the model, as is done on Figure 14(a): locations are decorated using the nominal information
of the processors. The global product is now a weighted timed automaton, and we can find
energy-optimal schedules using this model. The third schedule on Figure 3 is energy-optimal.

Another refined model of the processors is given on Figure 14(b). In this model, we assume the
timing information is not precise, and an operation that takes 2 picoseconds can actually be
performed within a delay of $\delta \in [1, 2]$ time units. This is modelled using uncontrollable edges
(the controller cannot decide how long it will take to do the operation, but should adapt to
any delay). The global product is now a timed game, and one looks for winning strategies, and
even optimal winning strategies if one mixes the two last models.
6 Conclusion

Weighted timed automata and games have been extensively studied in the past fifteen years. We have given here an overview of results which have been obtained on the optimal reachability problem. While this problem can be solved reasonably efficiently for automata, it is undecidable in the case of weighted timed games. Some restricted classes of games have been described, for which the optimal reachability problem can be solved. More importantly (we believe), a large class of games has been described, for which an arbitrary approximation of the optimal cost can be computed. We believe this is a direction of research which should be investigated further.

There are some other problems that have been studied on the model of weighted timed automata and games. Few years back, temporal logics have been extended with cost constraints, yielding the logics \textit{WCTL} [29, 22, 23] and \textit{WMTL} [26], but results are mostly negative. We will not expand on those works here.

Another line of research extends the original models by allowing costs that can be negative or positive. Main challenges are now to synthesize schedules or strategies that will ensure indefinite safe operation with the additional guarantee that energy will always be available, yet never exceeds a possible maximum storage capacity. This energy management problem has been studied in [20, 18, 24], yielding various decidability and undecidability results. We do not expand either in these notes.

Finally we point out another (less recent) survey on the topic of these notes, see [19].
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