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Abstract
The objective of this paper is to investigate the problems related to the extensional integration of information sources. In particular, we propose an approach for managing inconsistent databases, i.e. databases violating integrity constraints. The presence of inconsistent data can be resolved by “repairing” the database, i.e. by providing a computational mechanism that ensures obtaining consistent “scenarios” of the information or by consistently answer to queries posed on an inconsistent set of data. In this paper we consider preferences among repairs and possible answers by introducing a partial order among them on the base of some preference criteria. More specifically, preferences are expressed by considering polynomial functions applied to repairs and returning real numbers. The goodness of a repair is measured by estimating how much it violates the desiderata conditions and a repair is preferred if it minimizes the value of the polynomial function used to express the preference criteria. The main contribution of this work consists in the proposal of a logic approach for querying and repairing inconsistent databases that extends previous works by allowing to express and manage preference criteria. The approach here proposed allows to express reliability on the information sources and is also suitable for expressing decision and optimization problems. The introduction of preference criteria strongly reduces the number of feasible repairs and answers; for special classes of constraints and functions it gives a unique repair and answer.

1 Introduction
The problem of dealing with inconsistent information has recently assumed additional relevance as it plays a key role in all the areas in which duplicate information or conflicting information is likely to occur [2, 6, 7, 16, 18, 23, 27]. In this paper we address the problem of managing inconsistent databases, i.e. databases violating integrity constraints. The fact that a database may be inconsistent with respect to a set of integrity constraints is not surprising if it is obtained as the result of an integration process over a set of knowledge bases. The following example shows a typical case of inconsistency.

Example 1 Consider the database consisting of the three binary relations Teaches(Professor, Course), Faculty(Professor, Faculty) and Course(Course, Faculty) with the integrity constraint

\[ (P, C, F) \in [\text{Teaches}(P, C) \wedge \text{Faculty}(P, F) \supset \text{Course}(C, F)] \]

stating that if a professor \( P \) teaches a course \( C \) and \( P \) is in the faculty \( F \), then the course \( C \) must belong to the faculty \( F \). Assume there are two different sources of the databases: \( D_1 = \{\text{Teaches}(t_1, c_1), \text{Teaches}(t_2, c_2), \text{Faculty}(t_1, f_1), \text{Course}(c_1, f_1)\} \) and \( D_2 = \{\text{Teaches}(t_1, c_1), \text{Faculty}(t_2, f_1), \text{Course}(c_2, f_2)\} \).

The two instances satisfy the constraint, but from their union we derive a relation which does not satisfy the constraint. □

---
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The presence of inconsistent data can be resolved by “repairing” the database, i.e. by providing a computational mechanism that ensures to obtain consistent “scenarios” of the information (repairs) in an inconsistent environment or to consistently answer to queries posed on an inconsistent set of data. Informally, a repair for a possibly inconsistent database is a minimal set of insert and delete operations which makes the database consistent, whereas a consistent answer is a set of tuples derived from the database, satisfying all integrity constraints [3, 4, 12, 13, 25].

Thus the integration of, possibly inconsistent, databases must consider the possibility of constructing an integrated consistent database by replacing inconsistent tuples. For instance, for the integrated relation of the above example, it is possible to obtain a consistent database by i) deleting the tuple $Teaches(t_2, c_2)$, ii) deleting the tuple $Faculty(t_2, f_1)$, or iii) adding the tuple $Course(c_2, f_1)$. These three update operations are repairs that make the database consistent, but one should prefer a repair with respect to an alternative one. For instance, one could prefer a repair which minimize the number of deletion and insertion of tuples in the relation $Teaches$ and, in such a case, the second and third repair are preferred to the first one, or one should prefer repairs minimizing the set of deletions and in such a case the third repair is preferred to the first two repairs.

Example 2 Consider the relation $Teaches$ ($Name$, $Faculty$, $Course$) with the functional dependency $Name \rightarrow Faculty$. Assume to have three different sources for the relation $Teaches$ containing, respectively, the tuples $Teaches(john, science, databases)$, $Teaches(john, engineering, algorithms)$ and $Teaches(john, science, operating systems)$. The three different source relations satisfy the functional dependencies, but from their integration we derive the inconsistent relation $D = \{ (john, engineering, algorithms), (john, science, operating systems), (john, science, databases) \}$.

The integrated relation can be repaired by applying a minimal set of update operations. In particular it admits two repairs: $R_1$ obtained by deleting the tuple $(john, engineering, algorithms)$ and $R_2$ obtained by deleting the two tuples $(john, science, databases)$ and $(john, science, operating systems)$. \[ \Box \]

In the presence of an alternative set of repairs one could express preferences on them, for instance, if, in the above example, preferred repairs are those minimizing the number of deletion and insertion of tuples then the repair $R_1$ preferred to the repair $R_2$.

In this paper we introduce a flexible mechanism that allows specifying preference criteria so that selecting among a set of feasible repairs the preferable ones, i.e. those better conforming to the specified criteria. Preference criteria introduce desiderata on how to update the inconsistent database in order to make it consistent and are expressed by means of a polynomial function, named evaluation function. The evaluation function “measures” the repairs with respect to the database and allows defining a partial order both among repairs and possible answers, so that allowing the selection of the feasible repairs which result preferred w.r.t. the evaluation function: the preferred repairs. Informally a preferred repair is a repair that better satisfies preferences, i.e. it minimizes the value of the evaluation function.

In the integration of two conflicting databases a simple way to remove inconsistencies consists in the definition of preference criteria such as a partial order on the source information, or in the use of the majority criteria [19], which in the presence of conflicts gives more credit to the information present in the majority of the knowledge bases.

Observe that the selection of the element which occurs a maximum number of times in the integrated knowledge bases is easily obtained by specializing the evaluation function to compute the cardinality of the deleted atoms, since a consistent scenario, obtained by performing the minimum number of delete operation, surely maintains the majority of the information which overlaps among the knowledge bases.

The application of the majority criteria [19] in the integration phase of the above example, eliminates the tuple $(john, engineering, algorithms)$; this corresponds to give preference to the repair $R_1$ with respect to the repair $R_2$, i.e. we express preference for the repaired databases which need a lesser number of updates to be consistent or equivalently we give credit to the information which occurs a greater number of times.

Note that, while integrity constraints can be considered as a query which must always be true after a modification of the database, the conditions expressed by the evaluation
function can be considered as a set of desiderata which are satisfied if possible by a generic repair. The goodness of a repair is measured by estimating how much the updates to be performed on the inconsistent database respect the preference criteria or in other words how much the repaired database violates them.

The main contribution of this work consists in the definition of a logic approach for querying and repairing inconsistent databases that extends previous works by also considering techniques to express and manage preference criteria. The approach here proposed allows to express reliability on information sources and moreover is also suitable for expressing decision and optimization problems. Obviously the introduction of preference criteria reduces the number of feasible repairs and answers, moreover for special cases of constraints it gives a unique repair and answer.

The rest of the paper is organized as follows. In Section 2 we present basic definitions on logic languages (Datalog, disjunctive Datalog and classical negation). In Section 3 we recall standard definitions on repairs and consistent answers and introduce preference criteria on repairs and answers. In Section 4 we present the rewriting of integrity constraints into disjunctive rules and show how preferred repairs and answers are computed. Finally, in Section 5, we present our conclusions.

2 Basic Definitions and Datalog Extensions

In this section we introduce preliminaries on deductive databases and integrity constraints. Integrity constraints define restrictions on the instance of relational databases. Deductive databases are defined by logical rules which are used to derive new knowledge starting from a given (relational) database. We present first the language Datalog and next two extensions: Disjunctive Datalog and Datalog with aggregates.

2.1 Datalog

We assume the existence of finite domains of constants, variables and predicate symbols. A term is either a variable or a constant. An atom is of the form \( p(t_1, \ldots, t_n) \) where \( p \) is a predicate symbol and \( t_1, \ldots, t_n \) are terms. A literal is either an atom \( A \) or its negation \( \neg A \). A Datalog program (or, simply, a program) \( P \) is a finite set of rules. Each rule of \( P \) has the form \( A \leftarrow A_1, \ldots, A_m \), where \( A \) is an atom (the head of the rule) and \( A_1, \ldots, A_m \) are literals (the body of the rule). A ground rule with an empty body is called a fact.

Given a Datalog program \( P \), the Herbrand universe for \( P \), denoted \( H_P \), is the set of all constants occurring in \( P \); the Herbrand Base of \( P \), denoted \( B_P \), is the set of all possible ground atoms whose predicate symbols occur in \( P \) and whose arguments are elements from the Herbrand universe. A ground instance of a rule \( r \) in \( P \) is a rule obtained from \( r \) by replacing every variable \( X \) in \( r \) by a ground term in \( H_P \). The set of ground instances of \( r \) is denoted by \( \text{ground}(r) \); accordingly, \( \text{ground}(P) \) denotes \( \bigcup_{r \in P} \text{ground}(r) \). An interpretation \( I \) of \( P \) is a subset of \( B_P \). A ground positive literal \( A \) (resp. negative literal \( \neg A \)) is true w.r.t. an interpretation \( I \) if \( A \in I \) (resp. \( A \not\in I \)). A conjunction of literals is true in an interpretation \( I \) if all literals are true in \( I \). A ground rule is true in \( I \) if either the body conjunction is false or the head is true in \( I \). A (Herbrand) model \( M \) of \( P \) is an interpretation that makes each ground instance of each rule in \( P \) true. A model \( M \) for \( P \) is minimal if there is no model \( N \) for \( P \) such that \( N \subset M \).

Let \( I \) be an interpretation for a program \( P \). The immediate consequence operator \( T_P(I) \) is defined as the set containing the heads of each rule \( r \in \text{ground}(P) \) s.t. the body of \( r \) is true in \( I \). The semantics of a positive (i.e. negation-free) logic program \( P \) is given by the unique minimal model; this minimum model coincides with the least fixpoint \( T_P^\infty(\emptyset) \) of \( T_P \) [20]. Generally, the semantics of logic programs with negation can be given in terms of total stable model semantics [9] which we now briefly recall.

Given a program \( P \) and an interpretation \( I, M \) is a (total) stable model of \( P \) if it is the minimum model of the positive program \( P^M \) defined as follows: \( P^M \) is obtained from \( \text{ground}(P) \) by (i) deleting all rules which have some negative literal \( \neg b \) in their body with \( b \in M \), and (ii) removing all negative literals in the remaining rules. Logic programs may have zero, one or several stable models. Positive programs have a unique stable model which coincides with the minimum model [9].

Given a program \( P \) and two predicate symbols \( p \) and \( q \), we write \( p \rightarrow q \) if there exists a rule where \( q \) occurs in the head and \( p \) in the body or there exists a predicate \( s \) such that \( p \rightarrow s \) and \( s \rightarrow q \). A program is stratified if there exists no rule where a predicate \( p \) occurs in a negative literal in the
Queries

Predicate symbols are partitioned into two distinct sets: base predicates (also called EDB predicates) and derived predicates (also called IDB predicates). Base predicates correspond to database relations defined over a given domain and they do not appear in the head of any rule whereas derived predicates are defined by means of rules. Given a database $D$, a predicate symbol $r$ and a program $\mathcal{P}$, $D(r)$ denotes the set of $r$-tuples in $D$ whereas $\mathcal{P}_D$ denotes the program derived from the union of $\mathcal{P}$ with the tuples in $D$, i.e., $\mathcal{P}_D = \mathcal{P} \cup \{ t \mapsto \tau(t) \mid t \in D(r) \}$. In the following a tuple $t$ of a relation $r$ will also be denoted as a fact $\tau(t)$. The semantics of $\mathcal{P}_D$ is given by the set of its stable models by considering either their union (possible semantics or brave reasoning) or their intersection (certain semantics or cautious reasoning). A query $Q$ is a pair $(g, \mathcal{P})$ where $g$ is a predicate symbol, called the query goal, and $\mathcal{P}$ is a program. The answer to a query $Q = (g, \mathcal{P})$ over a database $D$, under the possible (resp. certain) semantics is given by $D'(g)$ where $D' = \bigcup_{M \in SM(\mathcal{P}_D)} M$ (resp. $D' = \bigcap_{M \in SM(\mathcal{P}_D)} M$).

2.2 Disjunctive Datalog

A (disjunctive Datalog) rule $r$ is a clause of the form

$$A_1 \lor \cdots \lor A_k \leftarrow B_1, \ldots, B_m, \text{not } B_{m+1}, \ldots, \text{not } B_n$$

where $k + m + n > 0$ and $A_1, \ldots, A_k, B_1, \ldots, B_n$ are atoms. The disjunction $A_1 \lor \cdots \lor A_k$ is the head of $r$, while the conjunction $B_1, \ldots, B_m, \text{not } B_{m+1}, \ldots, \text{not } B_n$ is the body of $r$. We also assume the existence of the binary built-in predicate symbols (comparison operators) which can only be used in the body of rules.

The (model-theoretic) semantics for positive programs $\mathcal{P}$ assigns to $\mathcal{P}$ the set of its minimal models $\mathcal{MM}(\mathcal{P})$ [21]. The more general disjunctive stable model semantics also applies to programs with (unstratified) negation [10, 8]. Disjunctive stable model semantics generalizes stable model semantics, previously defined for normal programs [9]. For any interpretation $M$, denote with $\mathcal{P}^M$ the ground positive program derived from $\text{ground}(\mathcal{P})$ by 1) removing all rules that contain a negative literal not $\alpha$ in the body and $\alpha \in M$, and 2) removing all negative literals from the remaining rules. An interpretation $M$ is a (disjunctive) stable model of $\mathcal{P}$ if and only if $M \in \mathcal{MM}(\mathcal{P}^M)$. For general $\mathcal{P}$, the stable model semantics assigns to $\mathcal{P}$ the set $\mathcal{SM}(\mathcal{P})$ of its stable models. It is well known that stable models are minimal models (i.e. $\mathcal{SM}(\mathcal{P}) \subseteq \mathcal{MM}(\mathcal{P})$) and that for negation free programs minimal and stable model semantics coincide (i.e. $\mathcal{SM}(\mathcal{P}) = \mathcal{MM}(\mathcal{P})$). Observe that stable models are minimal models which are ‘supported’, i.e. their atoms can be derived from the program.

Extended disjunctive databases

Extended Datalog programs extend standard Datalog programs with a different form of negation, known as classical or strong negation, which can also appear in the head of rules [10, 17, 11]. An extended atom is either an atom, say $A$ or its negation $\neg A$. An extended Datalog program is a set of rules of the form

$$A_1 \lor \cdots \lor A_k \leftarrow B_1, \ldots, B_m, \text{not } B_{m+1}, \ldots, \text{not } B_n \quad k + n > 0$$

where $A_1, \ldots, A_k, B_1, \ldots, B_n$ are extended atoms. A (2-valued) interpretation $I$ for an extended program $\mathcal{P}$ is a pair $\langle T, F \rangle$ where $T$ and $F$ define a partition of $B_\mathcal{P} \cup \neg B_\mathcal{P}$ and $\neg B_\mathcal{P} = \{ \neg A \mid A \in B_\mathcal{P} \}$. An interpretation $I = \langle T, F \rangle$ is consistent if there is no atom $A$ such that $A \in T$ and $\neg A \in T$. The semantics of an extended program $\mathcal{P}$ is defined by considering each negated predicate symbol, say $\neg p$, as a new symbol syntactically different from $p$ and by adding to the program, for each predicate symbol $p$ with arity $n$ the constraint $\neg p(X_1, \ldots, X_n) \lor \neg p(X_1, \ldots, X_n)^1$. In the following, for the sake of simplicity, we shall also use rules whose bodies may contain disjunctions. Such rules, called generalized (extended) disjunctive rules, are used as shorthands for multiple standard disjunctive rules. More specifically, a generalized disjunctive rule of the form

$$A_1 \lor \cdots \lor A_k \leftarrow (B_{1,1} \lor \cdots \lor B_{1,m_1}), \ldots, (B_{n,1} \lor \cdots \lor B_{n,m_n})$$

denotes the set of standard rules

$$A_1 \lor \cdots \lor A_k \leftarrow B_{i,j}, \ldots, B_{n,i_j} \quad \forall j, i_j : 1 \leq j \leq n \text{ and } 1 \leq i_j \leq m_j$$

$^1$A rule with empty head is a constraint is satisfied only if its body is false.
2.3 Integrity constraints

Database schemata contain the knowledge on the structure of data, i.e. they define constraints on the form the data must have. Integrity constraints express semantic information on data, that is relationships that must hold among data in the theory and they are mainly used to validate database manipulations. Integrity constraints represent the interaction among data and define properties which are supposed to be explicitly satisfied by all instances over a given database schema. They are usually defined by first order rules or by means of special notations for particular classes such as keys and functional dependencies.

Definition 1 An integrity constraint (or embedded dependency) is a formula of the first order predicate calculus of the form:

\[(\forall X) \left[ \Phi(X) \supset (\exists Z) \Psi(Y) \right]\]

where \(X, Y\) and \(Z\) are sets of variables, \(\Phi\) and \(\Psi\) are two conjunctions of literals such that \(X\) and \(Y\) are the distinct set of variables appearing in \(\Phi\) and \(\Psi\) respectively, \(Z = X - Y\) is the set of variables existentially quantified. □

In the definition above, the conjunction \(\Phi\) is called the body and the conjunction \(\Psi\) the head of the integrity constraint. The semantics of the above constraints is that for every value of \(X\) which makes the formula \(\Phi(X)\) true there must be an instance of \(Z\) which makes \(\Psi(Y)\) true. Most of the dependencies developed in database theory are restricted cases of some of the above classes [15].

In this paper we consider full (or universal) single-head constraints, where \(\Psi\) is a literal or a conjunction of built-in literals (i.e. comparison operators). Therefore, an integrity constraint is a formula of the form:

\[(\forall X) \left[ B_1 \land \cdots \land B_n \land \neg A_0 \land \cdots \land \neg A_m \land \phi \supset A_0 \right]\]

where \(A_1, \ldots, A_m, B_1, \ldots, B_n\) are base positive literals, \(\phi\) is a conjunction of built-in literals, \(A_0\) is a base positive atom or a conjunction of built-in atoms, \(X\) denotes the list of all variables appearing in \(B_1, \ldots, B_n\); moreover the variables appearing in \(A_0, \ldots, A_m\) and \(\phi\) also appear in \(B_1, \ldots, B_n\).

Often we shall write our constraints in a different format by moving literals from the head to the body and vice versa. For instance, the above constraint could be rewritten as:

\[(\forall X) \left[ B_1 \land \cdots \land B_n \land \phi \supset A_0 \lor \cdots \lor A_m \right]\]

or in the form of rule with empty head, called denial:

\[(\forall X) \left[ B_1 \land \cdots \land B_n \land \neg A_0 \land \cdots \land \neg A_m \land \phi \supset A_0 \lor \cdots \lor A_m \right]\]

which is satisfied only if the body is false. Moreover, in some case we shall write the above constraint as

\[(\forall X) \left[ B_1 \land \cdots \land B_n \land \neg A_0 \land \cdots \land \neg A_m \supset \neg \phi \right]\]

Example 3 The integrity constraint \(\left(\forall X\right) \left[ p(X) \land q(X) \lor r(X) \right]\) states that the relation \(p\) must be contained in the union of the relations \(q\) and \(r\). It could be rewritten as \(\left(\forall X\right) \left[ p(X) \land \neg q(X) \supset r(X) \right]\) or as \(\left(\forall X\right) \left[ p(X) \land \neg q(X) \land \neg r(X) \supset \right]\). □

3 Preferred repairs and answers

In this section we recall the formal definition of consistent database and repair; we present a computational mechanism that ensures selecting preferred repairs and preferred answers for inconsistent database.

3.1 Preferred repairs for inconsistent databases

In this section we introduce a polynomial function through which expressing preferences criteria. The function introduces a partial order among repairs, so that allowing the evaluation of the goodness of a repair for an inconsistent database. Moreover we define preferred repairs as feasible repairs that are minimal with respect to the partial order.

Let us first recall the formal definition of consistent database and repair.

Definition 2 Given a database \(D\) and a set of integrity constraint \(\mathcal{IC}\) on \(D\), we say that \(D\) is consistent if \(D \models \mathcal{IC}\), i.e. if all integrity constraints in \(\mathcal{IC}\) are satisfied by \(D\), otherwise it is inconsistent. □

Definition 3 Given a (possibly inconsistent) database \(D\), a repair for \(D\) is a pair of sets of atoms \((R^+, R^-)\) such that

\[1) R^+ \cap R^- = \emptyset, \ 2) D \cup R^+ - R^- \models \mathcal{IC}\] and 3) there is no pair \((S^+, S^-) \neq (R^+, R^-)\) such that \(S^+ \subseteq R^+, \ S^- \subseteq R^-\) and \(D \cup S^+ - S^- \models \mathcal{IC}\). The database \(D \cup R^+ - R^-\) will be called the repaired database. □

Thus, repaired databases are consistent databases which are derived from the source database by means of a minimal set of insertion and deletion of tuples. Given a repair \(R\), \(R^+\) denotes the set of tuples which will be added to the
database, whereas \( R^- \) denotes the set of tuples of \( D \) which will be deleted. In the following, for a given repair \( R \) and a database \( D, R(D) = D \cup R^+ - R^- \) denotes the application of \( R \) to \( D \). Moreover, given a database schema \( DS \), we denote with \( D \) the set of all possible database instance over \( DS \).

**Example 4** Assume we are given a database \( D = \{ p(a), p(b), q(a), q(c) \} \) with the inclusion dependency 
\[(\forall X) \ [p(X) \supset q(X)] \]. \( D \) is inconsistent since \( p(b) \supset q(b) \) is not satisfied. The repairs for \( D \) are \( R_1 = \{ \{ q(b) \}, \emptyset \} \) and \( R_2 = \{ \emptyset, \{ p(b) \} \} \) producing, respectively, the repaired databases \( R_1(D) = \{ p(a), p(b), q(a), q(c), q(b) \} \) and \( R_2(D) = \{ p(a), q(a), q(c) \} \).

**Definition 4** Given a (possibly inconsistent) database \( D \) over a fixed schema \( DS \), and a polynomial function \( f : (D, D) \times D \rightarrow \mathbb{R} \). A repair \( R_1 \) is preferable to a repair \( R_2 \), w.r.t. the function \( f \), written \( R_1 \ll f \ R_2 \), if \( f(R_1, D) \leq f(R_2, D) \). A repair \( R \) for \( D \) is said to be preferred w.r.t. the function \( f \) if there is no repair \( R' \) for \( D \) such that \( R' \ll f \ R \). A repaired database \( D' = D \cup R^+ - R^- \) is said to be a preferred database if \( R = (R^+, R^-) \) is a preferred repair.

The above function \( f \) will be called (repair) evaluation function as it is used to evaluate a repair \( R \) with respect to a database \( D \). A preferred database minimizes the value of the evaluation function \( f \) applied to the source database and repairs. Observe that, in the above definition, \( D \) denotes the domain of all possible database instances whereas \( (D, D) \) denotes the domain of all possible database updates. This means that the evaluation function \( f \) can be used to measure any possible modification of the input databases and not only to measure repairs, i.e. modification which make the database consistent. In the following, for the sake of simplicity, we only consider function which minimize the cardinality of a set.

**Example 5** Consider the database \( D = \{\text{Teaches}(t_1, c_1), \text{Teaches}(t_2, c_2), \text{Faculty}(t_1, f_1), \text{Faculty}(t_2, f_1), \text{Course}(c_1, f_1), \text{Course}(c_2, f_2)\} \) derived from the union of the databases \( D_1 \) and \( D_2 \) of Example 1 and the integrity constraint
\[ \forall (P, C, F) [\text{Teaches}(P, C) \land \text{Faculty}(P, F) \supset \text{Course}(C, F)] \]

Let \( R \) be a repair for the database \( D \), possible evaluation functions are:

- \( f_1(R, D) = |R^+| \) computing the number of inserted atoms,
- \( f_2(R, D) = |R^-| \) computing the number of deleted atoms,
- \( f_3(R, D) = |R^-| + |R^+| \) computing the number of deleted and inserted atoms.

As seen in Example 1, there are three repairs for \( D \): \( R_1 = (\emptyset, \{ \text{Teaches}(t_2, c_2) \} \), \( R_2 = (\emptyset, \{ \text{Faculty}(t_2, f_1) \} \) and \( R_3 = (\{ \text{Course}(c_2, f_1) \}, \emptyset) \). With respect to the above evaluation functions we have the following relations:

1. \( R_1 \ll f_1 R_3 \) and \( R_2 \ll f_1 R_3 \)

2. \( R_3 \ll f_2 R_1 \) and \( R_3 \ll f_2 R_2 \)

Thus, considering the minimization of the above evaluation functions we have that under the function \( f_2 \), \( R_3 \) is the unique preferred repair, under the function \( f_1 \), we have two preferred repairs: \( R_1 \) and \( R_2 \), and under the function \( f_3 \) all repairs are preferred.

Given a database \( D \), a set of integrity constraints \( IC \) and an evaluation function \( f \), we denote with \( R(D, IC, f) \) the set of preferred repairs for \( D \). In the above example \( R(D, IC, f_1) = \{ R_1, R_2 \} \), whereas \( R(D, IC, f_2) = \{ R_3 \} \).

Moreover, we denote with \( f_0 \) any constant evaluation function (e.g. \( f_0(R, D) = 0 \), the function returning the value 0). \( R(D, IC, f_0) \) denotes the set of all feasible repairs for \( D \) as no preference is introduced.

### 3.2 Preferred answers for queries over inconsistent databases

A (relational) query over a database defines a function from the database to a relation. It can be expressed by means of alternative equivalent languages such as relational algebra, ‘safe’ relational calculus or ‘safe’ non recursive Datalog [24]. In the following we shall use Datalog. Thus, a query is a pair \((q, \mathcal{P})\) where \( \mathcal{P} \) is a safe non-recursive Datalog program and \( q \) is a predicate symbol specifying the output (derived) relation. Observe that relational queries define a restricted case of disjunctive queries. The reason for considering relational and disjunctive queries is that, as we shall show next, relational queries over databases with constraints can be rewritten into extended disjunctive queries over databases without constraints.
Definition 5 Given a database \( D \), a set of integrity constraints \( \mathcal{I} \), and an evaluation function \( f \), an atom \( A \) is true (resp. false) with respect to \( \mathcal{I} \) and \( f \), if \( A \) belongs to all preferred repaired databases (resp. there is no preferred repaired database containing \( A \)). The atoms which are neither true nor false are undefined.

Thus, true atoms appear in all preferred repaired databases whereas undefined atoms appear in a proper subset of preferred repaired databases. Given a database \( D \), a set of integrity constraints \( \mathcal{I} \) and an evaluation function \( f \), the application of \( \mathcal{I} \) to \( D \) (under \( f \)), denoted by \( \mathcal{I}_f(D) \), defines three distinct sets of atoms: the set of true atoms \( \mathcal{I}_f^t(D) \), the set of undefined atoms \( \mathcal{I}_f^u(D) \) and the set of false atoms \( \mathcal{I}_f^f(D) \).

Given a database \( D \), a set of integrity constraint \( \mathcal{I} \), an evaluation function \( f \) and a query \( Q = (g, \mathcal{P}) \), the application of the query \( Q \) to the database \( D \) with constraint \( \mathcal{I} \) under the function \( f \) is denoted by \( Q(D, \mathcal{I}, f) \).

Definition 6 The answer to a query \( Q(D, \mathcal{I}, f) \) consists of three sets, denoted as \( Q(D, \mathcal{I}, f)^+ \), \( Q(D, \mathcal{I}, f)^- \) and \( Q(D, \mathcal{I}, f)^u \), containing, respectively, the sets of \( g \)-tuples which are true (i.e. belonging to \( Q(D') \) for all preferred repaired databases \( D' \)), false (i.e. not belonging to \( Q(D') \) for all preferred repaired databases \( D' \)) and undefined (i.e. set of tuples which are neither true nor false).

Example 6 Consider the integrated databases of Example 2, the query \( Q = (g, \mathcal{P}) \) where \( \mathcal{P} \) consists of the following rule: \( q(Y) \leftarrow teaches(john, Y, Z) \) and the evaluation function \( f \) measuring the cardinality of the repairs. The preferred answer to the query \( Q \) over the inconsistent databases (w.r.t. the constraint defined by the functional dependency), gives the unique result \{science\}.

Theorem 1 Given a database \( D \), a set of integrity constraint \( \mathcal{I} \), an evaluation function \( f \) and a query \( Q = (g, \mathcal{P}) \), then
1. \( R(D, \mathcal{I}, f) \subseteq R(D, \mathcal{I}, f_0) \)
2. \( Q(D, \mathcal{I}, f_0) \subseteq Q(D, \mathcal{I}, f) \)

The above theorem states that the introduction of preference criteria reduces the number of repairs and enlarges the answer (i.e. reduces the set of undefined elements of the answer).

4 Managing Inconsistent Databases

We present a technique which permits us to compute repairs and consistent answers for possibly inconsistent databases. The technique is based on the generation of a disjunctive program \( \mathcal{D}_P(\mathcal{I}) \) derived from the set of integrity constraints \( \mathcal{I} \). The repairs for the database can be generated from the stable models of \( \mathcal{D}_P(\mathcal{I}) \) whereas the computation of the consistent answers of a query \((g, \mathcal{P})\) can be derived by considering the stable models of the program \( \mathcal{P} \cup \mathcal{D}_P(\mathcal{I}) \) over the database \( D \).

Integrity constraints express semantic information over data, i.e. relationships that must hold among data in the theory and they are mainly used to validate database transactions. Integrity constraints represent the interaction among data and define properties which are supposed to be satisfied by all instances over a given database schema explicitly. They are usually defined by first order rules or by means of special notations for particular classes such as keys and functional dependencies. Generally, a database \( D \) has associated a schema \( DS = \langle RS, \mathcal{I} \rangle \) which defines the intentional properties of \( D \). \( R_S \) denotes the structure of the relations whereas \( \mathcal{I} \) contains the set of integrity constraints.

Definition 7 Let \( c \) be a universally quantified constraint of the form
\[
(\forall X)[B_1 \land \ldots \land B_n \land \varphi \supset A_1 \lor \ldots \lor A_m]
\]
where \( B_1, \ldots, B_n, A_1, \ldots, A_m \) are positive atoms and \( \varphi \) is a conjunction of built-in atoms. Then, \( dj(c) \) denotes the extended disjunctive rule
\[
\begin{align*}
& \neg B'_1 \lor \ldots \lor \neg B'_n \lor A'_1 \lor \ldots \lor A'_m, \\
& (B_1 \lor B'_1), \ldots, (B_n \lor B'_n), \varphi, \\
& (\text{not } A'_1 \lor \neg A'_1), \ldots, (\text{not } A'_m \lor \neg A'_m)
\end{align*}
\]
where \( C_i \) denotes the atom derived from \( C_i \) by replacing the predicate symbol \( p \) with the new symbol \( p_d \).

Example 7 Consider the following integrity constraints:
1. \((\forall X)[p(X) \supset s(X) \lor q(X)]\)
2. \((\forall X)[q(X) \supset r(X)]\)

and the database \( D \) containing the facts \( p(a), p(b), s(a) \) and \( q(a) \). The derived generalized extended disjunctive program is defined as follows:
\[
\begin{align*}
& \neg p_d(X) \lor s_d(X) \lor q_d(X) \leftarrow (p(X) \lor p_d(X)), \\
& (\text{not } s(X) \lor \neg s_d(X)), (\text{not } q(X) \lor \neg q_d(X)) \\
& \neg q_d(X) \lor r_d(X) \leftarrow (q(X) \lor q_d(X)), (\text{not } r(X) \lor \neg r_d(X))
\end{align*}
\]
The above rules can be now rewritten in standard form by eliminating body disjunctions. Let $P$ be the corresponding extended disjunctive Datalog program, the computation of the program $P_D$, derived from the union of $P$ with the facts in $D$, gives the following stable models:

$$
M_1 = D \cup \{ \neg q_d(a) \},
$$
$$
M_2 = D \cup \{ \neg q_d(b), r_d(a) \},
$$
$$
M_3 = D \cup \{ \neg q_d(a), s_d(b) \},
$$
$$
M_4 = D \cup \{ r_u(a), s_u(b) \},
$$
$$
M_5 = D \cup \{ q_u(b), \neg q_d(a), r_u(b) \},
$$
$$
M_6 = D \cup \{ q_u(b), r_u(a), r_u(b) \}.
$$

Thus, $\mathcal{DP}(\mathcal{IC})$ denotes the set of generalized disjunctive rules derived from the rewriting of $\mathcal{IC}$, $\mathcal{DP}(\mathcal{IC})_D$ denotes the program derived from the union of the rules in $\mathcal{DP}(\mathcal{IC})$ with the facts in $D$ and $\mathcal{SM}(\mathcal{DP}(\mathcal{IC})_D)$ (resp. $\mathcal{SM}(\mathcal{DP}(\mathcal{IC})_D)$) denotes the set of stable (resp. minimal) models of $\mathcal{DP}(\mathcal{IC})_D$. Recall that every stable model is consistent, according to the definition of consistent set given in Section 2, since it cannot contain two atoms of the form $A$ and $\neg A$. A functional dependency $X \rightarrow Y$ over a relation $p$ can be expressed by a formula of the form

$$(\forall(X, Y, Z, U, V))[p(X, Y, U) \land p(X, Z, V) \supset Y = Z]$$

where $X, Y, Z, U, V$ are lists of variables and $X, Y, Z$ may be empty lists. An inclusion dependency is of the form

$$(\forall(X, Y))[p_1(X_1) \land \ldots \land p_n(X_n) \supset q(Y)]$$

where $X_1, \ldots, X_n$ and $Y$ are lists of variables and $Y \subseteq X_1 \cup \ldots \cup X_n$.

### 4.1 Computing preferred database repairs

Every stable model can be used to define a possible repair for the database by interpreting new derived atoms (denoted by the subscript “d”) as insertions and deletions of tuples. Thus, if a stable model $M$ contains two atoms $\neg p_d(t)$ (derived atom) and $p(t)$ (base atom) we deduce that the atom $p(t)$ violates some constraint and, therefore, it must be deleted. Analogously, if $M$ contains the derived atoms $p_d(t)$ and does not contain $p(t)$ (i.e. $p(t)$ is not in the database) we deduce that the atom $p(t)$ should be inserted in the database. We now formalize the definition of repaired database.

Definition 8 Given a database $D$ and a set of integrity constraints $\mathcal{IC}$ over $D$ and letting $M$ be a stable model of $\mathcal{DP}(\mathcal{IC}) \mid D$, then, $R(M) = \{ \{ p(t) \mid p(t) \in M \land (p(t) \notin D) \}, \{ p(t) \mid \neg p_d(t) \in M \land p(t) \in D \} \}$. \hfill $\square$

Theorem 2 [12] Given a database $D$ and a set of integrity constraints $\mathcal{IC}$ on $D$, then

1. (Soundness) for every stable model $M$ of $\mathcal{DP}(\mathcal{IC}) \mid D$, $R(M)$ is a repair for $D$;

2. (Completeness) for every database repair $S$ for $D$ there exists a stable model $M$ for $\mathcal{DP}(\mathcal{IC}) \mid D$ such that $S = R(M)$. \hfill $\square$

Example 8 Consider the database of Example 4. The rewriting of the integrity constraint $(\forall X)[p(X) \supset q(X)]$ produces the disjunctive rule

$$r : \neg p_d(X) \lor q_d(X) \leftarrow (p(X) \lor q_d(X)).$$

which can be rewritten in the simpler form

$$r' : \neg p_d(X) \lor q_d(X) \leftarrow p(X), \neg q_d(X).$$

since the predicates $p_d$ and $q_d$ do not appear in the head of any rule. The program $P_D$, where $P$ is the program consisting of the disjunctive rule $r'$ and $D$ is the input database, has two stable models $M_1 = D \cup \{ \neg q_d(b) \}$ and $M_2 = D \cup \{ q_d(b) \}$. The derived repairs are $R(M_1) = (\{ q(b) \}, \emptyset)$ and $R(M_2) = (\emptyset, \{ p(b) \})$ corresponding, respectively, to the insertion of $q(b)$ and the deletion of $p(b)$.

Theorem 3 Let $D$ be a database, $\mathcal{IC}$ a set of functional dependencies and $f$ an evaluation function measuring the cardinality of repairs. Then,

1. (Soundness) for every stable model $M$ of $\mathcal{DP}(\mathcal{IC}) \mid D$ with minimum cardinality, $R(M)$ is a preferred repair (w.r.t. $f$) for $D$;

2. (Completeness) for every preferred database repair $S$ for $D$ there exists a stable model $M$ for $\mathcal{DP}(\mathcal{IC}) \mid D$ with minimal cardinality such that $R(M) = S$.

3. $R(M)$ can be computed in polynomial time. \hfill $\square$
The computation of (preferred) consistent answer.

We now consider the problem of computing a preferred (consistent) answers without modifying the (possibly inconsistent) database. We assume that tuples, contained in the database or implied by the constraints, may be true, false or undefined.

Let $D$ be a database, $\mathcal{I}$ a set of integrity constraints and $f$ an evaluation function, then we denote with $\text{PSM}_f(\mathcal{I})$ the set of preferred stable models of $\mathcal{I}$ with respect to the function $f$. From the results of Section 3.1 we derive

$$\text{IC}_f(D)^+ = \{ p(t) \in D | \forall M \in \text{PSM}_f(\mathcal{I}) \text{ s.t. } \neg p(t) \in M \} \cup \{ p(t) \notin D | \forall M \in \text{PSM}_f(\mathcal{I}) \text{ s.t. } p(t) \in M \}.$$  

$$\text{IC}_f(D)^- = \{ p(t) \notin D | \exists M \in \text{PSM}_f(\mathcal{I}) \text{ s.t. } p(t) \in M \} \cup \{ p(t) \in D | \forall M \in \text{PSM}_f(\mathcal{I}) \text{ s.t. } \neg p(t) \in M \}.$$  

$$\text{IC}_f(D)^u = \{ p(t) \in D | \exists M_1, M_2 \in \text{PSM}_f(\mathcal{I}) \text{ s.t. } \neg p(t) \in M_1, \neg p(t) \notin M_2 \} \cup \{ p(t) \notin D | \exists M_1, M_2 \in \text{PSM}_f(\mathcal{I}) \text{ s.t. } p(t) \in M_1, p(t) \notin M_2 \}.$$  

Observe that the sets $\text{IC}_f(D)^+,$ $\text{IC}_f(D)^-$ and $\text{IC}_f(D)^u$ are disjoint and that $\text{IC}_f(D)^+ \cup \text{IC}_f(D)^- \cup \text{IC}_f(D)^u$ defines a set of consistent atoms. We are now in the position to introduce the computation of (preferred) consistent answer.

The preferred consistent answer for the query $Q = (g, P)$ over the database $D$ under constraints $\mathcal{I}$ is as follows:

$$Q(D, \mathcal{I}, f)^+ = \{ g(t) \in D | \exists M \in \text{PSM}_f(\mathcal{I}) \text{ s.t. } \neg g(t) \in M \} \cup \{ g(t) \notin D | \forall M \in \text{PSM}_f(\mathcal{I}) \text{ s.t. } g(t) \in M \}.$$  

$$Q(D, \mathcal{I}, f)^- = \{ g(t) \in D | \exists M_1, M_2 \in \text{PSM}_f(\mathcal{I}) \text{ s.t. } \neg g(t) \in M_1 \cup \neg g(t) \notin M_2 \} \cup \{ g(t) \notin D | \exists M_1, M_2 \in \text{PSM}_f(\mathcal{I}) \text{ s.t. } g(t) \in M_1, g(t) \notin M_2 \}.$$  

Theorems 4 and 5 show that $\text{IC}_f(D)^+ \cup \text{IC}_f(D)^- \cup \text{IC}_f(D)^u$ can be computed in polynomial time.

4.2 Computing preferred answers

Theorem 4

Let $D$ be a database, $\mathcal{I}$ a set of full inclusion dependencies and $f$ an evaluation function measuring the number of insertions (resp. deletions). Then

1. there is a unique preferred (w.r.t. $f$) repair $S$ and there exists a unique stable model $M$ such that $\mathcal{R}(M) = S;$
2. $M^+ = \emptyset$ (resp. $M^- = \emptyset$);
3. $\mathcal{R}(M)$ can be computed in polynomial time. □

Theorem 5

Let $D$ be a database, $Q = (g, P)$ a query, $f$ a polynomial evaluation function and $D'$ a repaired database preferred (w.r.t. $f$). Then

1. each atom $A \in Q(D, \mathcal{I}, f)^+$ belongs to the stable model of $\mathcal{P}_{D'}$ (soundness)
2. each atom $A \in Q(D, \mathcal{I}, f)^-$ does not belong to the stable model of $\mathcal{P}_{D'}$ (completeness). □

Example 9

Consider the database of Example 5, the integrity constraint:

$$\text{Y}(P, C, F)[\text{Teaches}(P, C) \land \text{Faculty}(P, F) \lor \text{Course}(C, F)]$$

and the evaluation functions $f_1(R, D) = |R^+|$ and $f_2(R, D) = |R^-|$ computing respectively the number of inserted and deleted atoms. The program $P_D$ has three stable models: $M_1 = D \cup \{ \neg \text{Teache}s_{(t_2, c_2)} \}, M_2 = D \cup \{ \neg \text{Faculty}_{(t_2, f_1)} \}$ and $M_3 = D \cup \{ \text{Course}_{(c_2, f_1)} \}$. Considering the evaluation function $f_1(R, D) = |R^+|$ the set of preferred models consists of $M_1$ and $M_2$; therefore, the atoms which are true and undefined are: $\text{IC}_{f_1}(D)^+ = \{ \text{Teaches}_{(t_1, c_1)}, \text{Faculty}_{(t_1, f_1)}, \text{Course}_{(c_1, f_1)}, \text{Course}_{(c_2, f_2)} \}$ and $\text{IC}_{f_1}(D)^u = \{ \text{Teaches}_{(t_2, c_2)}, \text{Faculty}_{(t_2, f_1)} \}$. Considering the evaluation function $f_2(R, D) = |R^-|$, $M_3$ is the unique preferred model; thus, the set of undefined atoms is empty, whereas the set of true atoms is $\text{IC}_{f_2}(D)^+ = \{ \text{Teaches}_{(t_1, c_1)}, \text{Teaches}_{(t_2, c_2)}, \text{Faculty}_{(t_1, f_1)}, \text{Faculty}_{(t_2, f_1)}, \text{Course}_{(c_1, f_1)}, \text{Course}_{(c_2, f_2)}, \text{Course}_{(c_2, f_1)} \}$. The answer to the query $\{ \text{Teaches}, \emptyset \}$ is $\{(t_1, c_1)\}$ under the evaluation function $f_1$ and $\{(t_1, c_1), (t_2, c_2)\}$ under the evaluation function $f_2$. The answer to the query $\{ \text{Course}, \emptyset \}$ is $\{(c_1, f_1), (c_2, f_2)\}$.
under the function \( f_1 \) and \( \{ (c_1, f_1), (c_2, f_2), (c_2, f_1) \} \) under the function \( f_2 \).

5 Conclusions

In this paper we have proposed a logic programming based framework for managing possibly inconsistent databases. The main contribution of this work consists in the definition of a logic approach for querying and repairing inconsistent databases that extends previous works by also considering techniques to express and manage preferences among repairs and possible answers. Preference criteria can be introduced to specify desiderata on how to update the inconsistent database in order to make it consistent and are expressed by means of evaluation functions, i.e. polynomial functions that are applied to repairs and return real numbers. The evaluation function defines a partial order among repairs and possible answers. Preference criteria can be introduced to specify desiderata on how to update the inconsistent database in order to make it consistent and are expressed by means of evaluation functions, i.e. polynomial functions that are applied to repairs and return real numbers. The evaluation function defines a partial order among repairs and possible answers, thus it represents a flexible mechanism for selecting among a set of feasible repairs those better conforming to the specified criteria. The goodness of a repair is measured by estimating how much it violates the desiderata conditions and a repair is "preferred" if it minimizes the value of the polynomial function used to express the preference criteria. A further important characteristic related to the introduction of preference criteria is the reduction of feasible repairs and answers, which let, for special cases of constraints, to unique repair and answer.
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