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Abstract. We consider the analysis of in�nite half-duplex systems which

consists of �nite state machines that communicate over unbounded chan-

nels. The property half-duplex for two machines and two channels (one

in each direction) says that each reachable state has at least one channel

empty.

The contributions of this paper are (a) to give a �nite description of the

reachability set of such systems, which happens to be e�ectively recog-

nizable; this description allows us to solve classical veri�cation problems

such as: whether a given state is reachable, whether there exist dead-

lock states, whether the reachability set is �nite and whether a speci�ed

action is useless; (b) to propose an extension of these results for a new

class, systems with quasi-stable channels, which includes systems with

similar behavior but which implies more than two machines.

1 Introduction

There are several models which can be used to study distributed algorithms and

communicating protocols. The model we use in this paper is that of systems of

communicating �nite states machines (CFSMs). It consists of programs repre-

sented by �nite state machines which communicate over unbounded channels.

This model is widely used both for veri�cation and validation in languages such

ESTELLE, SDL and LOTOS [15]. It has also its own theoretical interest as

shown by the literature it has generated in the last few years [1,2,6,9] .

However, this model has the power of Turing machines since it's possible to

simulate them by a system of two communicating �nite state machines [5,10],

thus veri�cation is undecidable for non-trivial problems. This limitation moti-

vates the study of classes of systems for which veri�cation algorithms are possi-

ble [1,2,6,8,9,12,14].

The class introduced by Pachl [14], systems with a recognizable reachability

set, is interesting since it covers a wide number of protocols and since the reach-

ability problem is solved for it. However, the need to list recognizable sets makes

this algorithm ine�cient! Moreover, it's not possible to decide whether a given

system has a recognizable reachability set, which is the starting point for using

Pachl's result.



The term half-duplex is used to qualify communication between two machines

which don't send messages simultaneously. We show in this paper that many

veri�cation problems are solvable for systems of two machines using this kind

of communication. More precisely, we give a recognizable description of their

reachability sets and show that the property of being half-duplex for systems with

two machines and two channels is decidable. These results are quite surprising

since one might think that the half-duplex property doesn't really reduce the

power of the model as each machines can transfer data each one in turn. But

this hypothesis is precisely too restrictive to simulate a Turing machine since it

forbids the possibility of storing the content of the tape in the channels: when an

automaton sends messages, since it is not able to receive information from the

other automaton, its possible future states are �xed and of �nite number. The

information it sends must thus be recognizable and we use this fact to describe

the reachability set.

The remaining of the paper is as follows. In section 2, we de�ne the model

and the problems we want to verify on it. In section 3, we show that half-duplex

systems with two machines and two channels are veri�able, we give a recognizable

representation of their reachability sets and show that this result is useable since

we can also decide whether any system with two machines and two channels is

half-duplex. Then in section 4, we suggest a generalization of the half-duplex

property, quasi-stable systems. Section 5 is the conclusion.

For lack of space, we mostly give only the ideas of proofs. The complete

presentation can be found in the technical report [7].

2 System of Communicating Finite State Machines

2.1 Preliminaries and properties

Let us consider the communicating protocol of Fig. 1. It involves two machines:

a sender and a receiver. When the sender has a message to transmit, it �rst

advices the receiver by sending a starting symbol start. Then, it sends the main

message over an alphabet of two letters, fa; bg. When this is complete, it advises

the receiver by sending an end symbol and then waits for an acknowledgment,

ack. The receiver has a symmetrical behavior. Formally we have:

De�nition 1. A Communicating Finite State Machine (CFSM) is a �nite tran-

sition system given by a 4-tuple M = (Q; q

0

; �; �) where : Q is a �nite set of

states, q

0

2 Q is the initial state, � is a �nite alphabet, and � � Q� (f+;�g �

� � IN) � Q is a �nite set of transitions. We also consider � as an application

from Q� (f+;�g � � � IN) to 2

Q

.

Note that the alphabet ofM in the usual transition system sense is (f+;�g���

IN) rather than �, i.e. M sees (+; a; i) and (�; a; i) as single symbols, which we

henceforth write as +a and �a respectively when there is no ambiguity about the

identity of the channel. Intuitively, (�; a; i) denotes the emission of a in channel

i, and (+; a; i) denotes the reception of a from channel i. Furthermore, we do
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Fig. 1. The protocol S

1

not allow a machine to send and receive messages in/from the same channel,

which could then be used as an auxiliary memory. We will need to consider

transitions of � which correspond only to sending actions (receiving actions)

whence �

�

= � \Q� (f�g � � � IN) �Q, �

+

= � \Q� (f+g � � � IN) �Q.

We want now to group communicating machines together in order to deal with

systems. Formally, we have:

De�nition 2. A system S of n CFSMs is a n-tuple of CFSMs S = (M

1

; : : : ;M

n

)

with M

i

= (Q

i

; q

0i

; �; �

i

) such that there is at most one machine which sends

messages to a given channel. And conversely, there is at most one machine which

receives messages from a given channel.

In the remainder of the paper and if not state otherwise, S will refer to a system

S = (M

1

; : : : ;M

n

) of CFSMs such that M

i

= (Q

i

; q

0i

; �; �

i

); we also de�ne

Q = [

i=1;:::;n

Q

i

and � = [

i=1;:::;n

�

i

as the set of all transitions of the system.

Let p be the number of channels used in S, we can rename the channels in

f1; : : : ; pg. Then a global state (abbreviated to a state) of S is a (n + p)�tuple

s = (q;x) with q = (q

1

; : : : ; q

n

), q

i

2 Q

i

and x = (x

1

; : : : ; x

p

), x

i

2 �

�

. We note

� the empty word of �

�

and G(S) the set of all global states of S. An element

q 2 Q

1

� : : :�Q

n

is a control state and an element q 2 Q

i

for i 2 f1; : : : ; ng is

a local state (of machine i).

The operational semantics associated with a system of CFSMs is de�ned by

the �ring of a transition which changes the current global state in one step.

De�nition 3. Let S be a system. A state s

0

= (q

0

1

; : : : ; q

0

n

;x

0

1

; : : : ; x

0

p

) is reach-

able from another state s = (q

1

; : : : ; q

n

;x

1

; : : : ; x

p

) by the �ring of the transition

t, written s! s

0

, or redundantly s

t

! s

0

, if one of the following two cases hold :

1. t = (q

i

; (�; a; j); q

0

i

) 2 �

i

such that:

(a) q

0

k

= q

k

for all k 6= i; (b) x

0

j

= x

j

:a and x

0

l

= x

l

for all l 6= j.

2. t = (q

i

; (+; a; j); q

0

i

) 2 �

i

such that:

(a) q

0

k

= q

k

for all k 6= i; (b) a:x

0

j

= x

j

and x

0

l

= x

l

for all l 6= j.

Condition 1. above describes the output of message a by the machine M

i

in

channel j. Condition 2. describes the reception of message a by the machineM

i

from channel j.



As usual, we extend relation ! to its re
exive and transitive closure

�

!.

Furthermore, we note s

1

t

1

t

2

:::t

m

�! s

m+1

whenever we have s

1

t

1

! s

2

t

2

! : : :

t

m

! s

m+1

.

The initial state is s

0

= (q

0

;�) with q

0

= (q

01

; : : : ; q

0n

), and � = (�; : : : ; �).

A state s is said reachable if s

0

�

! s and the reachability set of S is the set

RS(S) = fs 2 G(S)js

0

�

! sg of all reachable states.

Example 4. RS(S

1

) = f(1; 1;�; �); (2; 1; (start)fa; bg

�

; �); (3; 1; (start)fa; bg

�

(end); �); (2; 2; fa; bg

�

; �); (3; 2; fa; bg

�

(end); �); (3; 3;�; �); (3; 1;�; (ack)) g:

Since S can be viewed as a transition system, we also de�ne its reachability tree

and its reachability graph:

{ the reachability tree of S is the labelled tree RT (S) with root labelled s

0

such

that a node labelled s has a child labelled s

0

and the arc (s; s

0

) is labelled by

transition t i� s

t

! s

0

.

{ the reachability graph of S is the labelled graph RG(S) whose nodes are

RS(S) labelled by their corresponding states in RS(S). A node labelled s

has a successor labelled s

0

and the arc (s; s

0

) is labelled by transition t i�

s

t

! s

0

.

The term half-duplex is commonly used to characterize a channel, between two

machines, which can transmit messages in both directions but not simultane-

ously. The direction of the transmission can be set for a �xed amount of time

and then be switched. A consequence is that the reachability graph of the system

is �nite since channels are bounded in function of the duration of each sending

period and of the transmission's rate. We will use the term half-duplex with a

less restrictive sense, without notion of elapsed time.

De�nition 5. A system S = (M

1

;M

2

) of two machines with two channels (one

in each direction) is half-duplex if each reachable state has at least one channel

empty.

Example 6. System S

1

of Fig. 1 is half-duplex.

2.2 Properties and decidability for systems of CFSMs

Usually, the veri�cation of systems requires to solve the following kinds of prob-

lems: reachability problems which are to determine whether a given global state

or local state or transition is reachable or executable; boundedness problems

which are to determine whether the system requires unbounded channels and

which ones.

The following theorem states how di�cult veri�cation of systems is.

Theorem 7 (Brand & Za�ropulo [5], Finkel & McKenzie [10]). Systems of

CFSMs have the power of Turing's machines. Hence, general veri�cation is un-

decidable.
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Fig. 2. Transformation of executions

In [13,14], Pachl shows that reachability problems are decidable under the

sole assumption that the reachability set is recognizable. Remember that the

notion of recognizable set is the natural extension (see [3]) for set of tuple of words

of the classical notion of recognizable or regular languages. But we've seen in the

introduction that these results are not useable in practice. Furthermore, knowing

that a reachability set is recognizable is not su�cient to give a description of

that set or even to decide the boundedness problem. One example of this point

is given by the case of lossy channel systems [6]. On the other hand, having an

e�ective recognizable description of the reachability set makes all of the problems

just stated, easy to solve [7]. So we have:

Theorem 8. For a system S of n CFSMs whose reachability set is recognizable

and from which we have an e�ective description, the problems of interest are

decidable.

3 Half-duplex systems with two machines are veri�able

3.1 A Symbolic Reachability Graph

In this subsection and in the two following ones, we restrict ourselves to systems

S = (M

1

;M

2

) with two machines and two channels, the �rst one from M

1

to

M

2

and the second one in the opposite direction. First of all, we show that each

reachable state of such half-duplex systems is reached by a particular execution

which we use to give a recognizable description of the reachability set.

Example 9. Let's consider the half-duplex system S

1

of Fig. 1. The sequence

of actions u = (�start)(�a) (+start)(�b)(�b)(�a)(+a)(+b) leads to the state

s = (2; 2; ba; �). A representation of u is given by Fig. (2.1). But as shown

by Fig.( 2.2), u can be reordered in an execution split in two part, u

1

=

(�start)(+start) (�a)(+a)(�b)(+b) and u

2

= (�b)(�a), such that u

1

is \boun-

ded" by 1 and leads to a stable state s

1

, and u

2

is exclusively made by sending

messages in the same channel. We will show that this transformation is always

available for such half-duplex systems. Hence, we can compute the reachability

set in two steps. The �rst one computes the �nite set of all stable states reached

by a \1-bounded" execution. For each of these states, the second step gives all



states reached by carrying out sending actions in a given channel. Because this

last step uses only one machine, we obtain a recognizable set. What follows

proves and formalizes this informal description.

We �rst need to give a more precise description of executions and states reached

by \bounded" executions.

De�nition 10. Let S be a system.

{ an execution is a sequence of the form s

1

; t

1

; s

2

; t

2

; : : : ; t

m�1

; s

m

such that

s

1

t

1

! s

2

t

2

! : : :

t

m�1

! s

m

. Given a starting state s we also consider a sequence

of transitions t

1

t

2

: : : t

m

as an execution whenever there exists a sequence of

states (s

k

)

k=1;:::;m

such that s; t

1

; s

1

; : : : ; t

m

; s

m

is an execution. If not set

otherwise, the starting state will supposed to be the initial one s

0

. Given a

sequence of transitions representing an execution u, we note uj

i

the projec-

tion of this sequence on transitions of machines i. Thus, the projection uj

i

is the local execution induced by u on machine i.

{ an execution u = s

1

; t

1

; s

2

; : : : ; t

m�1

; s

m

of S is k-bounded if the sizes of each

channel's content of all intermediate states s

i

visited by u is less than k.

{ the k-reachability set of S with k 2 IN is the largest subset RS

k

(S) of RS(S)

in which, each state s is reached by a k-bounded execution from s

0

.

Remark 11. Given a system S, for every integer k 2 IN the set RS

k

(S) is �nite

and computable.

From an execution, we want to extract the sequence of messages involving a

given channel j into an execution; so we de�ne for each j, the morphism proj

j

:

�

�

! �

�

such that proj

j

((q; (�; a; j); q

0

)) = proj

j

((q; (+; a; j); q

0

)) = a and for

k 6= j, proj

j

((q; (�; a; k); q

0

)) = proj

j

((q; (+; a; k); q

0

)) = �.

Lemma 12. Let S = (M

1

;M

2

) be a half-duplex system. For every reachable

state s = (q

1

; q

2

;x

1

; x

2

) of S, there exists an execution u

1

u

2

and a state s

1

such

that the three following conditions hold:

1. s

0

u

1

! s

1

u

2

! s,

2. u

1

is 1-bounded, s

1

is a stable state, and,

3. 9i 2 f1; 2g such that u

2

2 (�

�

i

)

�

, x

i

= proj

i

(u

2

) and x

3�i

= �.

Proof. By induction on the length of an execution u ending at s. There are two

cases depending whether the last action of u is a receiving or a sending one.

De�nition 13. From a given system, S = (M

1

;M

2

), we distinguish the follow-

ing subset of global states:

H(S) =

[

(q

0

1

; q

0

2

;�; �) 2 RS

1

(S);

(q

1

; q

2

) 2 Q

1

� Q

2

fq

1

g � fq

2

g � L

1

(q

0

1

; q

1

)� L

2

(q

0

2

; q

2

)



where L

i

(q

0

i

; q

i

) is the recognizable language de�ned by the automatonM

i

(q

0

i

; q

i

)

= (Q

i

; q

0

i

; �; fq

i

g; �

0

i

) with q

0

i

the initial state, q

i

the single �nal state and

�

0

i

= f(q; a; q

0

)j(q; (�; a; i); q

0

) 2 �

i

g the transition's relation.

Remark 14. H(S) is recognizable as a �nite union of products of recognizable

languages [3]. Secondly, the description of H(S) is e�ective since those of the

di�erent L

i

(q

0

i

; q

i

) are.

Lemma 15. The reachability set RS(S) of a half-duplex system S is equal to

H(S).

Proof. The set H(S) describes states reached by a speci�c execution, hence

H(S) � RS(S). The converse part,RS(S) � H(S), is straightforward fromLemma

12

Example 16. Let's consider system S

1

, the reader can verify that RS(S

1

) =

H(S

1

). In particular, the subset (2; 2; fa; bg

�

; �) is obtained by taking (q

0

1

; q

0

2

) =

(q

1

; q

2

) = (2; 2) in De�nition 13.

From this Lemma, we deduce the main result of this section.

Theorem 17. The reachability set of a half-duplex system is recognizable and

computable in time:

O(j(� + 1)

3

�Q

1

�Q

2

j(jQ

1

j+ jQ

2

j)).

Proof. The recognizability and computability of RS(S) is proved by the preced-

ing Remark and Lemma. Let us now consider the complexity. FromDe�nition 13,

we only need to compute stable states of RS

1

(S) since from these states a simple

run through sending actions of one of the machine gives other states. Comput-

ing of RS

1

(S) is done by a simple reachability search from the starting state s

0

.

Knowing that jRS

1

(S)j = jQ

1

� Q

2

� (� + 1)

2

j and that a reachable state has

at most j� � Q

1

j+ j� � Q

2

j successors, we deduce the complexity.

Corollary 18. For half-duplex systems, the problems of interest are decidable.

Proof. Straightforward from Theorems 17 and 8.

Having a recognizable description of the reachability set of a given half-duplex

system S allows us the following de�nition.

De�nition 19. Let S be a system.

{ the symbolic reachability set of S, SRS(S), is a set whose elements have two

parts. The �rst one is a control state and the second one the restriction on

the channels of the recognizable description of the reachability set on this

control state.

{ the symbolic reachability graph of S, SRG(S), is a graph whose nodes are

labelled by elements of SRS(S) and such that there is an edge labelled by

t 2 � from (q;X) to (q

0

;X

0

) if and only if every successor, by the execution

of transition t, of elements of (q;X) are in (q

0

;X

0

).
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Fig. 3. The symbolic reachability graph of S

1

The symbolic reachability graph of a system is closely related to the minimal

coverability graph (MCG) of a Petri net, in the sense that every execution of a

system S is a path in SRG(S) and every reachable state is covered by (i.e. is an

element of) a node of this graph. However, the SRG contains more information

since its nodes describe exactly the reachability set, which is not the case for the

minimal coverability graph of a Petri net.

Example 20. The symbolic reachability graph of system S

1

is given in Fig. 3.

3.2 Decidability of the half-duplex property

In the previous subsection, we gave a mean to describe the reachability set of a

half-duplex system. But to be useful, we need to know on which systems these

results may be applied. In other words, we have to decide whether a system of

two machines S is half-duplex.

Obviously, since a system may have an in�nite reachability set, we have to

reduce the domain of interest to a �nite one. Then, we will be able to verify the

half duplex property.

Lemma 21. A system S = (M

1

;M

2

) is not half-duplex if and only if there exist

s = (q

1

; q

2

;�; �) 2 RS

1

(S) and a

1

; a

2

2 � such that �

1

(q

1

; (�; a

1

; 1)) 6= ; and

�

2

(q

2

; (�; a

2

; 2)) 6= ;.

Proof. The if part is straightforward. For the only if part, we consider one of

the smallest execution u leading to a state which contradicts the half-duplex

property. Then the state we're looking for is the stable one obtained by using

lemma 12 on u truncated of its last action.

Theorem 22. The half-duplex property is decidable in time:

O(j(� + 1)

3

�Q

1

�Q

2

j(jQ

1

j+ jQ

2

j)).

Proof. Since RS

1

(S) is �nite and computable, the property of Lemma 21 is

checkable. The complexity comes from that of Theorem 17



4 Generalization for more than two machines

In the preceding section we showed how half-duplex systems with two machines

and two channels can be veri�ed. In this section, we look for a generalization

of these nice results for systems with more than two machines and more than

two channels. One way is to consider a generalization of the half-duplex notion.

We see two possibilities: (a) the natural generalization and (b) the restricted

generalization. We will see that neither of them satis�es our requirements. This

will lead us to de�ne a new class of systems whose restriction for systems of two

machines and two channels corresponds to this of half-duplex.

First of all, let's consider the two generalizations.

(a) The natural generalization is to de�ne as half-duplex all systems in which

each pair of machines linked by two channels have a half-duplex communication.

Unfortunately, this class allows the simulation of a Turing machine, with such

a system of three machines, by the following construction. Let's consider the

simulation of a Turing machines in [5]. It involves two machines which don't

have half-duplex communication since each machine can send messages while its

input channel is not empty. Let's add a third machine which will act only as a

repeater of a channel . Then, we have three machines and three channels forming

a cycle. Let's add three dummy channels in the opposite direction. We obtain a

half-duplex system which still simulates a Turing machine. Thus we have.

Theorem 23. Half-duplex systems with three machines are able to simulate

Turing Machines.

So this generalization is not analyzable and we cannot adopt the approach

used in the previous sections.

(b) The restricted generalization is to consider systems in which each reach-

able state has at most one non-empty channel. This kind of communication is

often used in radio communications where transceivers use the same frequency

(at a given moment only one machine is allowed to send messages). And this

condition is su�cient to describe the reachability set of such systems by use of

the same techniques explained in the previous sections. However, consider now

two independent subsystems satisfying this generalization. We would have liked

the whole system to satisfy it too. But this is not the case since two channels

(respectively in each subsystem) can be simultaneously non-empty.

Another possibility is to start from the good property of half-duplex system

with two machines and two channels saying this of Lemma 12. This leads us

to the following De�nition 24. In what follows we note j

�

the unique machine

allowed to send messages in channel j, T

�

j

= �\Q� (f�g���fjg)�Q (resp.

T

+

j

= �\Q�(f+g���fjg)�Q) the set of sending (resp. receiving) transitions

in (resp. from) channel j, T

j

= T

�

j

[T

+

j

and the shu�e operator of two words

e.g. x y = fy

1

x

1

y

2

: : : y

n

x

n

y

n+1

jx = x

1

: : :x

n

; y = y

1

: : : y

n+1

g.

De�nition 24. Let S be a given system with p channels.

{ An execution u is said to be quasi-stable if:



(a) u 2 v

0

1

v

00

1

: : : v

0

p

v

00

p

with v

0

j

2 (T

�

j

T

+

j

)

�

and v

00

j

2 (T

�

j

)

�

. The sequence

v

0

j

is called the quasi-stable part of channel j and the sequence v

00

j

its

increasing part. Fig.(2.2) is also an illustration of the change in size of

the content of a given channel during a quasi-stable execution.

(b) For each decomposition u = u

1

tu

2

with t a transition belonging to the

increasing part of channel j then u

2

j

j

� 2 (T

�

j

)

�

. In other words, the

machine which sends messages during the increasing part of a channel

j, doesn't execute any action involving other channels during its future

actions.

{ A system is said to be quasi-stable, or to have quasi-stable channels, if every

reachable state can be reached by a quasi-stable execution.

Remark 25. The reader can verify using Lemma 12 that half-duplex systems

with two machines and two channels are quasi-stable systems.

Quasi-stable systems can be characterized by a more e�ective property which

will allow us to e�ectively compute their reachability sets.

Lemma 26. Let s = (q;x

1

; : : : ; x

p

) be a state of a system S with n machines

and p channels. The state s is reachable by a quasi-stable execution if and only

if s can be reached by an execution u such that:

1. u = u

0

u

1

u

2

: : : u

p

,

2. u

0

is 1-bounded and leads to a stable state,

3. 8j; k 2 f1; : : : ; pg; j 6= k; (u

j

6= � and u

k

6= � =) j

�

6= k

�

),

4. 8j 2 f1; : : : ; pg x

j

= proj

j

(u

j

).

Proof. The if part is straightforward. For the only if part, we show, by the inde-

pendence of the actions involved that a quasi-stable execution can be reordered

in an execution satisfying the requirements.

De�nition 27. From a given system S with n machines and p channels, we

distinguish the following subset of global states:

Q(S) =

[

(q

0

; �) 2 RS

1

(S) and

J � f1; : : : ; pg such that

8j; k 2 J; j 6= k) j

�

6= k

�

8

<

:

(q;x)j

j 2 J ) x

j

2 L(j; q

0

j

�

; q

j

�)

j 62 J ) x

j

= �

8i 62 fj

�

jj 2 Jg; q

0

i

= q

i

9

=

;

With L(j; q

0

j

�

; q

j

�
) the regular language recognized by the machine M

j

�

considered as an �nite automaton and such that: q

0

j

�

is the initial state; q

j

� is

the unique �nal state; each edge labeled by (�; a; j) in M

j

� is labeled by the

corresponding message (i.e. a); other edges are removed.

Since Q(S) is a �nite union of products of regular languages, the set Q(S) is

recognizable [3]. Furthermore, its description is computable.



Lemma 28. For any quasi-stable system S, RS(S) = Q(S).

Proof. Lemma 26 says that a reachable state s is reachable from a stable state s

0

of RS

1

(S) such that from s

0

to s there is an execution with each machine sending

messages in at most one channel. The de�nition of Q(S) describes exactly all

states reached by this procedure.

Theorem 29. The reachability set of a quasi-stable system S = (M

1

; : : : ;M

n

)

with M

i

= (Q

i

; q

0i

; �; �

i

) and p channels is recognizable and computable in

time: O((

Q

n

i=1

jQ

i

j)j(� + 1)j

n+1

(

P

p

i=1

jQ

i

j)).

Proof. Similar to that of Theorem 17.

From this theorem, we deduce that.

Corollary 30. For a quasi-stable system, the problems of interest are decidable.

The property of quasi-stability is decidable but needs a di�erent approach than

that of Lemma 21.

Theorem 31. The quasi-stable property for a system S is decidable.

Proof. From De�nition 27 and Lemma 26, the problem of showing that a sys-

tem S is quasi-stable amounts to that of showing that RS(S) = Q(S). Because

Q(S) � RS(S), we have only to verify whether Q(S) is a �xpoint of the successor

function. This is possible by the recognizability of Q(S).

Example 32. Here is an example of a quasi-stable system which is not half-duplex

(the two machines can send a message to each other simultaneously):

�a

+c

�a

+b

+b

+d

�b +a

�c

�d

5 Conclusion

In this paper, we have shown that half-duplex systems with two machines have

a e�ectively recognizable reachability set. Which allows us to de�ne a symbolic

reachability set and graph for this class of systems. However, half-duplex systems

with more than two machines happen to be Turing powerful. This has led us to

de�ne a new class: quasi-stable systems, whose reachability set stays e�ectively

recognizable for systems of any number of machines and channels. The restriction

of this class for systems of two machines includes the half-duplex one.

Compared to general systems with recognizable channels [13] and lossy chan-

nel systems [1,2], our results are e�ective. We have applied these results to a class,

systems with compatible communication, de�ned by Gouda et al. [11]. Only the

boundedness problem was solved for it and we proved that this class is included

in the half-duplex one with two machines and two channels. Hence reachability

problems are also solvable.



Symbolic reachability sets and graphs are classical notions to represent in�-

nite transition systems. Boigelot and Godefroid [4] used a symbolic reachability

graph which approximates by recognizable sets the reachability set of any given

system. Nodes of their graph are labelled by recognizable sets and edges by tran-

sitions or cycle of transitions of the underlying system. The approach we've used

in this paper has led us to consider a similar construction but with recogniz-

able languages as symbolic transitions, which is strictly more general. We intend

to investigate the decidability of temporal logic such as LTL for quasi-stable

systems.
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