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1 Introduction

One of the simplest security question concerns confidentiality. The goal is to hide some confidential information, while using a public network.

This can be stated as follows: we assume that \( m_1, \ldots, m_n \) is a message sequence and we ask whether an eavesdropper can retrieve some information from this sequence. Specifying this formally, we introduce another message sequence \( m'_1, \ldots, m'_n \), which is identical to \( m_1, \ldots, m_n \), but in which every confidential information has been replaced with random bitstrings (of appropriate length). Is it possible to distinguish the two message sequences? By “distinguish” we mean: is there any predicate and an algorithm implementing this predicate, which holds true on one of the sequences and not on the other?

For, we use encryption schemes, whose definitions and properties will be precised later. A message \( m \), encrypted with \( k \), using the algorithm \( a \), will be denoted \( \{m\}_k^a \). When \( a \) is not precised, it is assumed to be any symmetric encryption scheme. All encryption and decryption algorithms are assumed to be public, hence known to a potential attacker.

**Example 1.1** Assume for instance that the plaintext \( m \) is a confidential message written in English and the message sequence is \( k, \{m\}_k \). Confidentiality can be stated as the indistinguishability of this sequence of two messages from \( k, \{r\}_k \) where \( r \) is a random number.

Of course, here, confidentiality is not achieved, as using the first message \( k \) to decrypt the second, we get \( m \) in the first case and \( r \) in the second. And \( m \) can be distinguished from \( r \) since English texts can be distinguished from random.

We have however to bound the computational power of an attacker. Otherwise, given simply \( \{m\}_k \), he could distinguish it from \( \{r\}_k \) by enumerating all possible keys and trying to decrypt the two messages. This is not realistic anyway, as enumerating all keys of length \( L \) requires \( 2^L \) computation steps. There are several possibilities for bounding the attacker power. Most of the time, it is assumed that the attacker is a polynomial time algorithm, being able however to guess and check: it will be a randomized polynomial time Turing machine, as it will be defined in section 2.1.1. The “polynomial” here is a function of a security parameter, in general the length of the keys. For instance considering as input the message sequences themselves, an attacker could distinguish two sequences if these sequences are long enough. But, again, this would require too much computational power. So, in general, the attacker will be a randomized Turing machine, which works in worst-case polynomial time.

There are other possibilities, such as defining an attacker as a non-uniform family of polynomial-size circuits, which would give him a much stronger power (as \( \text{BPP} \subset \text{P/Poly} \)). A seemingly more realistic model is to require a polynomial bound on the average computation time instead of the worse case. It is out of the scope of these notes to discuss these alternative models, which have all many drawbacks w.r.t. the standard choice of a randomized worst-case polynomial attacker.

Coming back to the simple security question, we are faced now with the, slightly more formalised, following question: given two message sequences, and a security parameter \( \eta \), is there a polynomial \( P \) and a randomized Turing machine whose time complexity is bound by \( P(\eta) \) such that the two message sequences can be distinguished with a significant probability? Again “significant” will be made precise later. We cannot ask for non-zero probability since the attacker could simply guess a key, and, if it is the correct choice, will distinguish the sequences. This is however very unlikely to happen. Hence, we do not exclude this possibility,
but we will say that the attacker is successful only if he can distinguish the sequences with probability larger than the inverse of a polynomial in $\eta$.

Now, assuming that all these notions are made precise, we want to decide if a given message sequence leaks some significant information. How do we proceed? We cannot enumerate all possible attackers and simulate them on the input. (Since the attackers are randomized, we would even have to simulate all their possible behaviors!)

This decision problem has been considered in many research papers, starting maybe with [23]. The idea is to consider another model, more abstract than the above one. Messages are no-longer bitstrings but formal expressions and the attacker is no longer a randomized algorithm, but a proof system. For instance, in the model of [23], the author show that even a more advanced security issue can be decided in polynomial time. (It is more advanced since the attacker is no-longer passive, but can also interact with the network replacing messages by messages of his own and rely on multiple sessions of a given protocol).

Following this line of research, many automated provers were developed, aiming at finding attacks on security protocols (or prove that there is no attack!) There are so many such provers, that it is impossible to list all of them. Let us only mention the NRL prover [31], historically the first one and FDR, which allowed G. Lowe to find a simple attack on the Needham-Schroeder protocol [30].

While such tools were very satisfactory when they found attacks, the conclusion was less clear when they did not find attacks. One of the reasons why the security proofs in such models are questionable is the abstraction level of the models. Typically, until 2003, all automated tools rely on a “perfect cryptography assumption”, which allows to consider messages as members of a free term algebra.

**Example 1.2** With perfect cryptography, as long as $k$ is an unknown key, for any $m, m'$, $\{m\}_k$ and $\{m'\}_k$ are indistinguishable in the abstract world. This is not however the case in practice if the length of messages $m, m'$ are distinct.

Other typical examples come from the use of arithmetic or Boolean functions, which satisfy some algebraic identities. This is the case for exclusive or, modular exponentiation,... Such algebraic identities (as well as the length of messages in the previous example) can be expressed at the term algebra level, thus refining the abstract model. We are however faced with the main question: is our abstraction sound? In other words, do we loose some attacks when abstracting both the messages and the attacker?

This is the main question, which is addressed in these notes. It was first considered by M. Abadi and P. Rogaway in [4] in a particular setting. In this paper, the authors show that, whenever the encryption scheme satisfies a certain level of security, called type-0 in [4], then indistinguishability of messages sequences is implied by a notion of indistinguishability defined at the term level and which can be easily decided. Their result was further extended to other security primitives than symmetric encryption with atomic keys, for instance in [28, 5, 13], to more powerful attackers, for instance in [10, 32] and with weaker assumptions on encryption schemes, for instance in [12, 33].

The stake in these results is to get precise security assumptions on the cryptographic primitives, under which the abstractions are sound, therefore allowing to reason at an abstract level without missing attacks. Actually, not only soundness is important, but also completeness. Otherwise, a trivial abstract model, in which the intruder is omnipotent, is sound but does not help since security goals are never achieved in this model.
In a first part, we consider soundness of symbolic equivalence for a passive eavesdropper. This will include the following chapters:

**Definitions**. We will start from scratch, providing with all definitions. Only a minimal knowledge in discrete probabilities and on computability/complexity is required. This will include the definition of PPT (randomized polynomial time Turing machines), which will represent the adversary, the definition of indistinguishability and some notions of security for encryption schemes. At this stage, we only consider symmetric encryption for simplicity and will later consider public-key encryption, one-way functions, signatures, exclusive-or etc.

On the symbolic side, we will define a general notion of symbolic equivalence. We use here basic notions on term rewriting. The decision problem for symbolic equivalence is left out (might be considered in another chapter).

**A soundness result** We prove an analog of [4]. The main difference is that we will consider various security levels, whereas [4] only consider the strongest assumption. On the symbolic side, this implies a more complex notion of symbolic equivalence. A similar result is proved in [12].

Many points can be discussed here:

- What is the most suitable security level ?
- We assume the absence of so-called “key-cycle”. Is it realistic ? How can we model it ? This issue has already been discussed in many papers, see for instance [5, 9] for two recent papers.
- Is typing or tagging relevant ?
- How much does this result depend on the attacker model ?

**Completeness** We show the converse of the previous theorem: the abstraction is not only sound but also faithful. (Another advantage over [4]). In general, the question is to capture algebraically all the identities, which hold (or rather may hold) in the computational interpretations. This is explained in [13] through the *computational algebras*.

**Other security primitives** We consider other security primitives as well as the corresponding algebras at the symbolic level. This includes for instance public key cryptography, password encryption, hash functions. The proofs are often similar to the previous ones, while there are some subtle differences and additional difficulties. This is especially true for public key encryption: some of the research papers published on this subject overlooked difficulties.

**Algebraic properties** Many security primitives, including exclusive or and modular exponentiation, satisfy algebraic properties. In that case, such properties have to be considered in the symbolic equivalence. For instance \( x \oplus y \) is indistinguishable from \( y \oplus x \), hence we have to capture all such identities at the symbolic level.

In a second part, we will consider
Active attackers: So far, we only considered the simple problem of indistinguishability of message sequences, while the true question is the security of protocols in a hostile environment. There are several possibilities, both on the computational and on the symbolic sides.

The most satisfactory notion is probably observational equivalence \[3, 2\] on the symbolic side, though it is difficult to automate. The corresponding (?) satisfactory notion on the computational side is universal composability \[18\]. In both cases, the protocol is secure if, embedded in an arbitrary environment, it does not leak any confidential information.

A trend of research, following M. Backes and B. Pfitzmann, aims at achieving universal composability in a stepwise manner (simulatability). This yielded soundness results in presence of an active attacker \[10, 7\]. However, their soundness result is not a lifting to the active case of the soundness results described in the first part of these notes. This subtle changes, as well as the additional hypotheses required in this framework will be presented and discussed.

A weaker notion of security relies on trace semantics: a protocol is secure if, when embedded in a hostile environment, all (resp. almost all) its execution traces do not leak any confidential information. In \[33\], the authors show a soundness result, assuming a IND-CCA2 secure encryption scheme, by lifting computational traces to symbolic traces. We will also review this result and other results, which extend this “trace mapping property” such as \[20\].

The content (especially in the second part) may evolve, depending on the feedback on the first lectures.
2 Basic definitions

We discuss and give the definitions of the computational models in section 2.1, consider the question of security of encryption schemes in section 2.2 and define the symbolic model in section 2.4.

2.1 Computational models

\( \text{Pol}_k \) is the set of non-zero polynomials with positive integer coefficients and \( k \) variables.

Computational adversaries will have a limited computational power. Though, classically, their computation time is bounded by a polynomial (in a security parameter), this model is sometimes disputed; alternative models considered in various situations include (non uniform) polynomial size circuits families, expected polynomial time, subexponential time. We will try to abstract out the computational power of the attacker, setting the security assumptions accordingly.

Nevertheless, the most common model for an attacker is called “PPT” and corresponds to randomized Turing machines, running in (strict) polynomial time. We first recall some basic definitions concerning randomized Turing machines and PPT in section 2.1.1. Next, we precise the model we use for oracle randomized Turing machines.

2.1.1 Randomized Turing machines and Probabilistic Polynomial time Turing machines

In order to make precise statements, we will always state, when considering probabilities, what is the sample space and probability distribution:

\[
\Pr\{x_1 \leftarrow^R D_1, \ldots, x_n \leftarrow^R D_n : P(x_1, \ldots, x_n)\}
\]

is the probability of the predicate \( P(x_1, \ldots, x_n) \) to hold true when \( x_1, \ldots, x_n \) are drawn according to distributions \( D_1, \ldots, D_n \) respectively. By default, the sample space for each \( x_i \) is \( \{0, 1\}^* \), but the support of \( D_i \) will always be finite. In such a definition, \( D_i \) may depend on \( x_1, \ldots, x_{i-1} \), but not on \( x_j, j \geq i \). We will also write \( U_n \) the uniform distribution of the random input strings of length \( n \) or simply \( U \) when the length is irrelevant (i.e. any sufficiently large \( n \) will yield the same result).

A randomized Turing machine is a 4 tapes Turing Machine: one tape is the input tape, one tape is the output tape, one tape is the working tape and the last one is the random tape. Input and random tapes are read-only. Output tape is write-only.

The initial configuration of the machine is given by the input string \( x \) on the input tape and a random string \( r \in \{0, 1\}^\omega \) on the random tape. It is convenient to consider \( r \) as an infinite string, though only a prefix depending on the computation time of the machine is relevant; when we will set bounds on the computation time, the random input will be bound in length accordingly.

Moves of the Turing Machine are defined as usual. Complexity notions are defined in terms of number of moves, or space used on the working space and are considered as functions of the length of the input tape only. For instance a machine running in time \( f(n) \) will read at most (half of) \( n \) bits on the random tape. A PPT machine (Probabilistic Polynomial time Turing machine ) \( \mathcal{A} \) is a randomized Turing machine working in (worst case) polynomial time: there
is a polynomial \( P_A \in \text{Pol}_1 \) such that, for all inputs of size at most \( n \) and all possible contents of the random tape, \( A \) halts after at most \( P_A(n) \) steps.

The machines that will be considered may always be viewed as deterministic, possibly with a random input tape. To distinguish arguments on the input tape and random inputs, we separate them with a \( | \), as in \( A(x_1, x_2 \mid r) \).

When \( A \) is a PPT, this is one of the classical definitions of the \textit{BPP} class.

The use of an infinite string on the input tape, is only a convenient way for not specifying its input length. Of course, in practice, this string will be computed lazzyly, tossing a coin each time a new bit of the random string is accessed. Moreover, for every \( r \in \{0, 1\}^\omega \) and for every \( r_0 \in \{0, 1\}^k \),

\[
\Pr\{r \xleftarrow{R} U : \exists r_1. r = r_0 \cdot r_1\} = \frac{1}{2^k}
\]

hence when only a prefix of length \( k \) of \( r \) is accessed by the machine, we can replace the uniform distribution on infinite strings with a uniform distribution on strings of length \( k \). For instance, if \( S_k(x) \) is the subset of \( \{0, 1\}^k \) of strings \( r_0 \) such that, on input \( x \), with the random tape \( r = r_0 \cdot r_1 \), the machine halts with success after at most \( k \) steps. \( M \) accepts \( x \) with probability \( p \) if \( \lim_{k \to \infty} \frac{|S_k(x)|}{2^k} = p \). (Note that the limit exists, as it is an increasing function of \( k \) and is bounded by 1).

For PPTs, the relevant prefix of \( r \) (hence \( r \) itself) can be a priori bounded by a polynomial in the length of the input string, hence can be considered as a finite (bounded length) string.

If \( A \) is a randomized machine, which always halts, and \( D \) is a distribution of a random variable (ranging over a finite subset of \( \{0, 1\}^* \)), we define the image \( A(D) \) of \( D \) by \( A \), as the distribution on strings defined by: for every \( a \in \{0, 1\}^* \),

\[
\Pr\{x \xleftarrow{R} A(D) : x = a\} \overset{\text{def}}{=} \Pr\{y \xleftarrow{R} D, r \xleftarrow{R} U : A(y \mid r) = a\}
\]

When \( A \) is a PPT, \( A(D) \) is said \textit{polynomially computable} from \( D \). More generally, an ensemble \( \{D_n\}_{n \in \mathbb{N}} \), that is a family of distributions, one for each string length \( n \) is \textit{polynomially computable} from \( \{D_n\}_{n \in \mathbb{N}} \) if there is a PPT \( A \) with two inputs such that, for each \( n \), \( D'_n = A(0^n, D_n) \). We also say simply that the ensemble \( \{D_n\}_{n \in \mathbb{N}} \) is polynomially computable if it can be polynomially computed from the uniform distribution (or, which is equivalent, from a pointwise distribution). This way we may (an will sometimes) confuse a randomized machine \( A \) and the ensemble \( \{A^\eta\}_{\eta \in \mathbb{N}} \) it defines:

\[
\forall Q \subseteq \{0, 1\}^*, \quad \Pr\{x \xleftarrow{R} A^\eta : Q(x)\} \overset{\text{def}}{=} \Pr\{r \xleftarrow{R} U : Q(A^\eta(0^n \mid r))\}
\]

This is also generalized to machines with several input/output strings.

### 2.1.2 Oracle machines

Usually, oracle machines are just Turing machines with an additional instruction, which is a call to an oracle. The machine is equipped with two additional tapes (for each oracle): one input tape (write only) and one output tape (read only). In a single move of the machine, the configuration changes by setting \( \mathcal{O}(i) \) on the oracle output-tape, if \( i \) is the content of the oracle input tape. In case the oracle is randomized, there are actually 3 additional tapes for each oracle: the additional one is a random input to the oracle, which is now a mapping from
\{0,1\}^* \times \{0,1\}^\omega \to \{0,1\}^*$. Each time the oracle is called, a new random input string is drawn on the oracle random tape\(^1\). Note however that the oracle random tape cannot be accessed by the machine itself.

Now, the time complexity of an oracle machine is measured in terms of number of steps and number of calls to the oracle. That is the total number of instructions executed on the input \(x\) by the oracle machine.

We distinguish particular classes of oracle machines, for which the number and ordering of the calls is fixed.

We will write \(\mathcal{A}^{\mathcal{O}_1(\cdot),\ldots,\mathcal{O}_n(\cdot)}\) for machines which are allowed exactly one call to each randomized oracle \(\mathcal{O}_1,\ldots,\mathcal{O}_n\), in this order. Formally, \(\mathcal{A}\) is a randomized Turing machine, equipped with one special instruction \(\mathcal{O}\) (oracle call), the machine input tapes, \(n+1\) random input tapes (one is read-only, the others are cannot be read to written), \(n\) oracle input tapes (write only), \(n\) oracle output tapes (read only) and finally a counter tape, initially set to 1.

Each instruction \(\mathcal{O}\) is interpreted as:

1. If the value \(i\) on the counter tape is strictly larger than \(n\), then fail. (Move to a trash state)

2. Otherwise, move to a configuration in which the counter tape is incremented and the \(i\)th oracle output tape is set to \(\mathcal{O}_i(x \mid r_i)\) where \(x\) is the current content of the \(i\)th oracle input tape and \(r_i\) is the \(i\)th random input tape.

Note that the machine is not required to complete all the oracle calls and may stop before (without failure) before the counter reaches \(n\).

Also note that “exactly one call” or “at most one call” will yield equivalent definitions, when universally quantifying over the machines, as a machine can always be completed with dummy calls to oracles.

These definitions are generalized in a straightforward way to oracles which have more than one input, in which case we write \(\mathcal{O}_1(x \mid r_1)\) for instance.

For a fixed \(n\), we define the probability of \(\mathcal{M} = \mathcal{A}^{\mathcal{O}_1(\cdot),\ldots,\mathcal{O}_n(\cdot)}\) to accept \(x\) as follows:

\[
p_M(x) \overset{\text{def}}{=} \Pr \{ r \overset{R}{\leftarrow} U, r_1 \overset{R}{\leftarrow} U, \ldots, r_n \overset{R}{\leftarrow} U : \mathcal{A}^{\mathcal{O}_1(\cdot),\ldots,\mathcal{O}_n(\cdot)}(x \mid r) = 1 \}
\]

Now, if we do not restrict the number of possible accesses to the oracle \(\mathcal{O}\) (let us write this \(\mathcal{M} = \mathcal{A}^{\mathcal{O}^\ast(\cdot)}\)),

\[
p_M(x) \overset{\text{def}}{=} \lim_{n \to +\infty} \Pr \{ r \overset{R}{\leftarrow} U, r_1 \overset{R}{\leftarrow} U, \ldots, r_n \overset{R}{\leftarrow} U : \mathcal{A}^{\mathcal{O}(\cdot)}(x \mid r) = 1 \}
\]

Note that this is well defined as the probability is non-decreasing with \(n\) and is bounded by 1.

**Example 2.1** A typical example will be an oracle, which encrypts with a secret key: the adversary \(\mathcal{A}\) will be allowed to query the oracle, which is itself a PPT.\(^1\)

\(^1\)If we follow however the idea that all random inputs to the machine, including oracle calls, are drawn beforehand, which allows for much more clean and precise statements, we have to assume an unbounded number of additional tapes, each containing a random input.
2.2 Security of Encryption schemes

2.2.1 Encryption schemes

I rely on [25, 26] for instance, however not requiring specifically that the key-generation algorithm runs in polynomial time. The encryption and decryption algorithms are still required to be PPT computable: it seems more reasonable from a user point of view. Also, some results, or even definitions, in what follows would not work properly otherwise. We will need to consider machines with oracle calls to encryption/decryption. For such oracle machines in the complexity class \( C \) we need to remain in \( C \) when querying the oracles. In other words, \( C \) should be closed by oracle calls to encryption/decryption, which can be ensured in all models, only when encryption/decryption are PPT computable.

**Definition 2.1**

An encryption scheme is a triple \( (G, E, D) \) where \( E, D \), respectively the encryption algorithm and the decryption algorithm are PPT and \( G \), the key generation algorithm is a randomized Turing machine. \( G \), on input \( 0^n \), outputs a pair \( (k, k') \) of bitstrings. \( E \) and \( D \) must satisfy, for all \( x \in \{0, 1\}^* \), for all \( r, r' \overset{R}{\leftarrow} U \)

\[
D(E(x, k | r), k' | r') = x
\]

**Exercise 1 (2)**

Show that we get an equivalent definition if we replace the above identity by

\[
\Pr\{r, r' \overset{R}{\leftarrow} U : D(E(x, k | r), k' | r') = x\} = 1
\]

**Exercise 2 (2)**

Show that the above definition can be simplified, requiring \( D \) to be deterministic (and not randomized): if there is a PPT implementing \( D \), then there is also a deterministic polynomial time algorithm implementing \( D \).

Let us recall that, according to the definition of section 2.1, \( G \) can also be viewed as an ensemble, and \( G_\eta \) is a distribution defined by the machine \( G \) on input \( 0^n \):

\[
\Pr\{k \overset{R}{\leftarrow} G_\eta : Q(k)\} \overset{\text{def}}{=} \Pr\{r \overset{R}{\leftarrow} U : Q(G(0^n | r))\}
\]

This is not assumed to be a uniform distribution, nor a polynomial distribution.

**Notes:**

- some relevant variants (considered in the litterature) could be\(^2\):

\[
\forall P \in \text{Pol}_1, \exists N \in \mathbb{N}, \forall x, \forall \eta > N, \quad \Pr\{r, r' \overset{R}{\leftarrow} U, (k, k') \overset{R}{\leftarrow} G_\eta : D(E(x, k | r), k' | r') = x\} > 1 - \frac{1}{P(\eta)}
\]

or

\[
\forall P, Q \in \text{Pol}_1, \exists N \in \mathbb{N}, \forall \eta > N, \forall (k, k') \overset{R}{\leftarrow} G_\eta, \forall s \leq Q(\eta).
\]

\[
\Pr\{r, r' \overset{R}{\leftarrow} U, x \overset{R}{\leftarrow} \{0, 1\}^s : D(E(x, k | r), k' | r') = x\} > 1 - \frac{1}{P(\eta)}
\]

\(^2\)I display explicitetly all the quantifiers as well as their ordering, which makes an unusually long formula.
or some mixture of the two.
It seems that moving to such definitions will not change the results. (But this hasn’t
been checked in detail).

- $G$ can be identified to a key distribution: it is not assumed that the key distribution is
uniform, but the security of the encryption scheme will depend on this distribution.

- In [4], $G$ (called $K$) is a mapping from $\mathbb{N} \times \text{Coins}$ to $\text{Keys}$, which is the same as above
since $0^n$ can be identified with the security parameter in $\mathbb{N}$ and only symmetric keys are
considered in [4], for which $k = k'$. The only difference in [4] is that they assumed that
the messages are typed. This implies for instance that an intruder can check whether a
message is a valid ciphertext, which is not the case of every encryption scheme (consider
e.g. AES).

Until section 5, we will only focus on private encryption schemes:

**Definition 2.2** An encryption scheme is private or symmetric if, for every $\eta$, and every $r$, $G(0^n \mid r) = (k, k)$, i.e. decryption key and encryption key are identical.

### 2.2.2 Chosen plaintext attacks

Security definitions for encryption are split (e.g in [25]) in so-called semantic security and
indistinguishability on one hand, public-key systems and private keys systems on the other
hand. Moreover, in each case, several possible levels of security may be considered. In [4], se-
curity levels (all related to indistinguishability, PPT adversaries and private keys encryption)
are organized in a lattice and all these definitions are stronger than the ones presented in
this section. The main result of [4] only concerns a particular security definition. Most of
the following soundness results rely on a similar definition, possibly with stronger assumptions in
the active case (see section 8 for [4]’s definitions and extensions).

We consider here only indistinguishability (and not semantic security), as, anyway, the
two notions are proved to be equivalent in many settings and it seems generally accepted that
indistinguishability is the right notion. For similar reasons, we only consider multi-messages
indistinguishability.

In the computational world, active attackers are given access to oracles which return the
encryption of a a chosen plaintext (Chosen Plaintext Attacks, CPA) or they are given access
to oracles which return the plaintext of a chosen ciphertext (Chosen Ciphertext Attacks,
CCA, see section 6.0.1). Within these two categories of security definitions, there are again
several variants, which we will try to describe.

In the most classical setting ([17, 25, 26]) the adversary is allowed to query a fixed number
of times $q$ an oracle machine which encrypts a message under a given key:

**Definition 2.3** Let $A$ be a randomized Turing machine with one oracle. The advantage of
the adversary $A$ (under CPA) for a private encryption scheme $(G, E, D)$ is defined with two
parameters $\eta, q$:

\[
\text{ADV}^{\text{IND-CPA}}_A(\eta, q) \overset{\text{def}}{=} \left| \Pr\{r \overset{R}{\rightarrow} U, r_1, \ldots, r_q \overset{R}{\rightarrow} U, k \overset{R}{\rightarrow} G_\eta : A^{O_1, \ldots, O_q}(0^n \mid r) = 1 \} \right| - \left| \Pr\{r' \overset{R}{\rightarrow} U, r'_1, \ldots, r'_q \overset{R}{\rightarrow} U, k' \overset{R}{\rightarrow} G_\eta : A^{O'_1, \ldots, O'_q}(0^n \mid r') = 1 \} \right|
\]
where $O_i(x, y) = \mathcal{E}(x, k \mid r_i)$ if $|x| = |y|$ (and 0 otherwise) and $O'_i(x, y) = \mathcal{E}(y, k' \mid r'_i)$ if $|x| = |y|$ (and 0 otherwise)

In words, the adversary is faced to one of two experiments. In the first experiment, the challenger replies to oracle queries by always encrypting the first component of the submitted pair with a key $k$. In the second experiment, the challenger replies to oracle queries by always encrypting the second component of the submitted pair with a key $k'$. The advantage of the adversary measures how much he can guess on which of the two experiments he was faced with.

Notes:

- There are other definitions, which consider only the case $q = 1$ or that are equivalent. The above definition is stronger: it gives the ability to the attacker to adapt his request to the oracles, depending on the previous answers. This kind of security notions is often called adaptative-CPA, while in ordinary CPA, all requests to the oracle are performed at the same time.

- There are several ambiguities in the corresponding definition of [25]. For instance, in the above definition, the choice of $k$ is bound by the chosen sequence: there are two (probably distinct) keys, one for each sequence, while each element in the sequence is encrypted with the same key. In [25], there is no explicit probability space and keys $k$ are named $G(0^n)$. However, since $G$ is a randomized algorithm, each call to $G$ produces a different output. For instance $(\mathcal{E}(x_1, G(0^n)), \mathcal{E}(x_2, G(0^n)))$ is distinct from let $k = G(0^n)$ in $(\mathcal{E}(x_1, k), \mathcal{E}(x_2, k))$. In the first case the two keys are distinct, while they are identical in the second case. Two alternative definitions could then be:

1. each time $\mathcal{E}$ is called with argument $G(0^n)$, then the encryption is with a fresh key, in which case every element of the sequences has to be encrypted with an independent new key
2. $G$ is called once at the beginning, in which case all keys for both sequences are identical.

The latter choice seems to yield a reasonable definition of security, but then we cannot choose to include the key in the sample space and we would have:

$$\text{ADV}_{\mathcal{A}}(q, \eta) \overset{\text{def}}{=} \text{Average}_{k \overset{R}{\leftarrow} G_\eta} \left\{ \text{Pr}\left\{ r \overset{R}{\leftarrow} U, r_1 \overset{R}{\leftarrow} U, \ldots, r_q \overset{R}{\leftarrow} U : \mathcal{A}^{O_1,\ldots,O_q}(0^n \mid r) = 1 \right\} - \text{Pr}\left\{ r \overset{R}{\leftarrow} U, r_1 \overset{R}{\leftarrow} U, \ldots, r_q \overset{R}{\leftarrow} U : \mathcal{A}^{O_1,\ldots,O_q}(0^n \mid r) = 1 \right\} \right\}$$

Where $O_i(x) = \mathcal{E}(x, k \mid r_i)$.

- In the above definition, $0^n, \overline{x}, \overline{y}$ are useless if the circuit attacker is considered.

Exercise 3

Assume that we modify definition 2.3 and define the oracle as follows: $O_i(x, 0^{|x|}) = \mathcal{E}(x, k \mid r_i)$ and 0 for other inputs and $O'_i(x, 0^{|x|}) = \mathcal{E}(0^{|x|}, k' \mid r'_i)$ and 0 for other inputs. We get a new definition of advantage. Show that this new advantage is bounded by twice the advantage, as defined in definition 2.3.
Exercise 4 (2)
Assume that we use the following new definition of advantage:

\[
\text{ADV}^{\text{IND-CPA}}_{A}(q, \eta) = | -1 + 2 \times \Pr\{r \stackrel{R}{\leftarrow} U, \pi \stackrel{R}{\leftarrow} U, k \stackrel{R}{\leftarrow} G_{\eta}, b \stackrel{R}{\leftarrow} U : A^{O_{1}(\cdot, \cdot|b, \pi), \ldots, O_{q}(\cdot, \cdot|b, \pi)}(0^{\eta} | r) = 1 - b\} |
\]

where \(O_{i}(x, y, 0) = \mathcal{E}(x, k, |r_{i})\) if \(|x| = |y|\) and \(O_{i}(x, y, 1) = \mathcal{E}(y, k | r_{i})\) if \(|x| = |y|\).

Show that this modifies definition 2.3 by a constant factor only.

In what follows, we will consider a class \(C\) of attackers. Such a class is usually defined using complexity bounds, e.g. \(C\) is the class of PPTs. We assume that \(C\) is closed under composition with PPTs, which implies (when \(C\) is not empty) that \(C\) contains all PPTs. We will also consider extensions to oracle machines: \(C^{i}\) is the class of machines in \(C\), which are equipped in addition with \(i\) oracles. In any case, we assume that the oracles are ranging over machine classes such that \(C^{i} \subseteq C\). In other words, replacing the oracles with their definitions, we stay within the class \(C\). Typical examples are the class \(C\) of PPTs and the oracle class of PPTs: since PPTs are closed under composition, \(C^{i} \subseteq C\) in this case.

The security under chosen plaintext attacks follows:

Definition 2.4 A symmetric encryption scheme is IND-CPA w.r.t. \(C\) if

\[
\forall P \in \text{Pol}_{1}, \forall q \in \mathbb{N}, \forall A \in C^{1}, \exists N \in \mathbb{N}, \forall \eta > N, \ \text{ADV}^{\text{IND-CPA}}_{A}(q, \eta) < \frac{1}{P(\eta)}
\]

Note here that \(A\) is any machine (in \(C^{1}\)) that makes exactly \(q\) calls to the oracle. The number of calls cannot depend on the input of the machine; \(q\) does not depend on \(\eta\). On the contrary, \(N\) may depend on \(q\). In other words, we choose the security parameter depending on the number of possible oracle calls.

Exercise 5 (4)
Show that, if we switch the quantifiers on \(A\) and \(N\) in the above definition, there is no longer any secure encryption scheme.

Exercise 6 (2)
Assume that the key generation algorithm \(G\) is a PPT. What happens if we pull \(k\) out of the sample space in definition 2.3 ?

Open Question 1 Assume that \(C\) is the class of PPTs. If we replace \(\text{ADV}^{\text{IND-CPA}}_{A}\) with \(\text{ADV}^{e}\) in definition 2.4, do we get an equivalent definition? In other words, does there exist an IND-CPA secure encryption scheme, which would not be secure with the other definition of advantage?

It is not clear whether anybody ever considered this question.

A stronger notion of security w.r.t. chosen plaintext attacks lets \(q\) depend polynomially on \(\eta\); this corresponds to “type 3” security in [4]:

Definition 2.5 A symmetric encryption scheme \((G, \mathcal{E}, \mathcal{D})\) is type-3 secure (w.r.t. \(C\)) if

\[
\forall P \in \text{Pol}_{1}, \forall A \in C^{1}, \exists N, \forall \eta > N, \forall q \in \mathbb{N}, \text{ADV}^{\text{IND-CPA}}_{A}(q, \eta) < \frac{1}{P(\eta)}
\]
W.r.t. IND-CPA security, quantifiers are inversed: instead of choosing the security parameter after the number of oracle calls, we choose the number of oracle calls after fixing \( \eta \).

It is not clear whether the definitions are equivalent and if there is any known encryption scheme, which is IND-CPA secure and not type-3 secure, even when \( C \) is the class of PPT.

**Open Question 2** Assume \( C \) is the class of PPT. Is there a symmetric encryption scheme, which is IND-CPA secure and not type 3 secure?

It is not clear whether anybody ever considered this question. The answer might be straightforward.

**Exercise 7**

Show that, if \( A \) is allowed to run in time \( O(2^n) \), then there is no type-3 secure encryption scheme.

**Open Question 3** Assume that \( C \) is the class of machines running in worst case complexity \( O(2^n) \). Are there type-3 secure encryption schemes w.r.t. \( C \)?

Again, it might be straightforward, but it is beyond the knowledge of the writer of these notes.

Now we can use the following definition:

**Definition 2.6** If \( f \) is any mapping from \( \mathbb{N} \) to \( \mathbb{Q} \). We say that \( f(\eta) \) is negligible if

\[
\text{NEG}(f(\eta)) \overset{\text{def}}{=} \forall P \in \mathbb{P} \exists N \in \mathbb{N}, \forall \eta > N, f(\eta) < \frac{1}{P(\eta)}
\]

We must however be cautious when using “negligible” as it hides some quantifiers dependencies.

**Exercise 8**

Show that \((G, E, D)\) is type-3 secure iff for all PPT \( A \), \( \text{ADV}^3_A(\eta) \) is negligible.

We chose definition 2.5 in order to stress the relationship with IND-CPA. As in many papers following [4], we may simply write:

\[
\text{ADV}^3_A(\eta) = \Pr\{k \stackrel{R}{\rightarrow} G, r \stackrel{R}{\rightarrow} U, r \stackrel{R}{\rightarrow} U : A^{O_k}(0^n | r) = 1\} - \Pr\{k \stackrel{R}{\rightarrow} G, r \stackrel{R}{\rightarrow} U, r \stackrel{R}{\rightarrow} U : A^{O_k'}(0^n | r) = 1\}
\]

where the oracles \( O_k \) and \( O_k' \) are defined as above and \( r \) is a sequence of random numbers of the appropriate length.

Even stronger security notions will include also hiding which key is used (this is discussed in [4]): given two ciphertexts, the adversary cannot guess whether or not they are encrypted using the same key. Now, we let \( M_{k,k'} \) be a machine which has unlimited access to two oracles:

**Definition 2.7** Let \( \mathcal{A} \in C^2 \) be a machine with two randomized oracles \( O_1, O_2 \), whose access is unlimited. Let \( \mathcal{A}_{k,k'} \) be the machine \( \mathcal{A} \) in which the oracles are respectively \( O_1(x | r) = E(x, k | r) \) and \( O_2(x | r') = E(x, k' | r') \) and \( B_k \) be the machine \( \mathcal{A} \) in which the oracles are \( O_1(x | r) = O_2(x | r) = E(0^{|x|}, k | r) \).
The type-1 advantage of the adversary is defined as

\[ \text{ADV}^1_A(\eta) \overset{\text{def}}{=} \text{Average}\{k, k' \xrightarrow{R} G_\eta : p_{A_{k,k'}}(\eta)\} - \text{Average}\{k \xrightarrow{R} G_\eta : p_{B_k}(\eta)\} \]

\[ = \text{Pr}\{k, k' \xrightarrow{R} G_\eta, r \xrightarrow{R} U : A_{k,k'}(0^n | r) = 1\} - \text{Pr}\{k \xrightarrow{R} G_\eta, r \xrightarrow{R} U : B_k(0^n | r) = 1\} \]

The encryption scheme is type-1 secure (w.r.t. \( C \)) if

\[ \forall A \in C^2, \ |\text{ADV}^1_A(\eta)| \text{ is negligible} \]

Type-0 security and type-2 security are obtained by replacing \( 0^{\lvert x \rvert} \) with 0 in the oracles defining type 1 and type-3 security respectively; type-0 (resp. type 2) strengthen type-1 (resp. type 3) security by additionally concealing the length of messages. In [4], soundness results are proved for type-0 secure encryption schemes.
2.3 Computational indistinguishability of ensembles

Two sequences of distributions (called ensembles) indexed by $\eta \in \mathbb{N}$ are indistinguishable w.r.t a class $C$ of adversaries if any machine in $C$ cannot tell with significant probability whether a data is drawn from the first distribution or from the second.

**Definition 2.8** Let $D = \{D_\eta\}, D' = \{D'_\eta\}$ be two ensembles. We say that they are computationally indistinguishable with respect to $C$, which is written $D \approx_C D'$ if, for every $A \in C$, the advantage

$$\epsilon_A(\eta) = \Pr\{x \xleftarrow{R} D_\eta, r \xleftarrow{R} U : A(x, 0^\eta | r) = 1\} - \Pr\{x \xleftarrow{R} D'_\eta, r \xleftarrow{R} U : A(x, 0^\eta | r) = 1\}$$

is negligible, that is:

$$\forall A, \forall P \in \text{Pol}_1, \exists N, \forall \eta > N, |\epsilon_A(\eta)| < \frac{1}{P(\eta)}$$

**Exercise 9** (1)
Show that the Dirac distributions, defined by $\Pr\{x \xleftarrow{R} \delta_\eta : x = 0^\eta\} = 1$ and the uniform distributions $U_\eta$ are two distinguishable ensembles with respect to PPT.

**Exercise 10** (2)
Show that the ensemble defined by $\Pr\{x \xleftarrow{R} X_\eta : x = a\} \overset{\text{def}}{=} \Pr\{x, y \xleftarrow{R} U_\eta : x \oplus y = a\}$ is indistinguishable from the uniform distributions $U_\eta$. (For which classes $C$ ?)

**Exercise 11** (3)
Fix $k \in \mathbb{N}$ and consider the ensemble $U_\eta^k$ defined by $U_\eta$ if $k \geq \eta$ and

$$\Pr\{x \xleftarrow{R} U_\eta^k : x = a\} = \begin{cases} 0 & \text{if } a = b0^{\eta-k} \text{ for some } b \\ \frac{1}{2^{\eta-2k}} & \text{otherwise} \end{cases}$$

Show that $\{U_\eta\}_{\eta \in \mathbb{N}} \approx_{\text{PPT}} \{U_\eta^k\}_{\eta \in \mathbb{N}}$. Is it still the case if $k = \frac{\eta}{2}$ ? $k = \eta - 2$ ?

**Exercise 12**
Show that, if $D \approx_C D'$ and $C \approx C'$, then $D \times C \approx_C D' \times C'$.

2.4 Symbolic messages

We first very briefly recall some background on terms and term rewriting, before switching to the important issue: symbolic equivalence.

The section on rewriting can be skipped as it serves only as a reference for further definitions.

2.4.1 Rewriting systems

We do not recall here all the basics on terms, term rewriting systems, equational theories (this would require several pages) and refer to [22] for more details. We only focus on the minimal setting.

A **ranked alphabet** is a set of symbols, together with their arity (belonging to $\mathbb{N}$). A **term** over the ranked alphabet $\mathcal{F}$ is a finite tree labeled with $\mathcal{F}$ and such that, if a node is
labeled with a symbol of arity $n$, then it has exactly $n$ sons. Terms are also displayed in the
algebraic way, as in $f(f(a, b), a)$ for a tree with two internal nodes labeled $f$ (arity 2) and
leaves labeled $a, b$ (arity 0). Paths in the terms are denoted by positions, which are sequences
of positive integers. The set of all positions in a term $t$ is written $\text{Pos}(t)$. For instance,
$\text{Pos}(f(f(a, b), a)) = \{1, 2, 11, 12\}$. The label of a term $t$ at position $p \in \text{Pos}(t)$ is written
$t(p)$ (actually $t$ can be seen as a mapping from the set of its positions to $\mathcal{F}$). If $p \in \text{Pos}(t)$, $t[p]$ is
the subterm at position $p$. For instance $f(f(a, b), a)[1] = f(a, b)$. $t[u][p]$ is the term obtained by
replacing $t[p]$ with $u$. For instance $f(f(a, b), a)[b][1] = f(b, b)$.

$\mathcal{F}$-algebras are structures in which each function symbol of $\mathcal{F}$ is interpreted by an actual
function with the appropriate number of arguments. $T(\mathcal{F})$, the algebra of terms itself, is a
$\mathcal{F}$-algebra in which each function symbol is freely interpreted. For instance if $\mathcal{F}_0$ consists of
encryption (arity 2), decryption (arity 2), pairing (arity 2), projections (arity 1) and constants,
their computational interpretations defines an $\mathcal{F}$-algebra.

$T(\mathcal{F}, X)$ is the free $\mathcal{F}$-algebra generated by $X$. It is isomorphic to $T(\mathcal{F} \cup X)$, each symbol
of $X$ being considered as a new 0-ary symbol. Substitutions are endomorphisms of $T(\mathcal{F}, X)$,
whose restriction to $X$ has a finite support. They are written $\{x_1 \rightarrow t_1; \ldots, x_n \rightarrow t_n\}$. For
instance, $t = f(f(x, b), x) \in T(\mathcal{F}, X)$ and if $\sigma = \{x \rightarrow a\}$, the image of $t$ by $\sigma$, written in
postfix notation, is $\sigma t = f(f(a, b), a)$.

A term rewriting system (over $\mathcal{F}$) is a finite set of pairs of terms in $T(\mathcal{F}, X)$, $l_1 \rightarrow r_1, \ldots, l_n \rightarrow r_n$. For instance
$$D(\{x\}_k^n, k) \rightarrow x$$
is a one-rule rewriting system, on the alphabet $\mathcal{F}_0$ defined above. The one step reduction
relation $\frac{\rightarrow}{\mathcal{R}}$ associated with a rewriting system $\mathcal{R}$ is defined by $t \frac{\rightarrow}{\mathcal{R}} u$ iff there is a rule
$l \rightarrow r \in \mathcal{R}$, a position $p \in \text{Pos}(t)$ and a substitution $\sigma$ such that $t[p] = l\sigma$ and $t(r\sigma)[p] = u$.
Informally, this means that any instance of the left side of the rule can be replaced by the
corresponding instance of the right side. For instance, using the above one-rule rewrite system,
$$D(D(\{\{a\}_k^n, k\}^n, k'), k) \rightarrow D(\{\{a\}_k^n, k\} \frac{\rightarrow}{\mathcal{R}} a$$
The reduction relation associated with $\mathcal{R}$ is the reflexive transitive closure of $\frac{\rightarrow}{\mathcal{R}}$, written
$\frac{*}{\mathcal{R}}$. The symmetric, reflexive and transitive closure of $\mathcal{R}$ is written $\frac{\leftrightarrow}{\mathcal{R}}$. When $\mathcal{R}$ is
symmetric ($(l, r \in \mathcal{R}$ iff $r, l \in \mathcal{R}$) then $\mathcal{R}$ is actually called an equational theory and the
reduction relation is a congruence (w.r.t. the structure of $\mathcal{F}$-algebra) on $T(\mathcal{F}, X)$, written
$\equiv_{\mathcal{R}}$.

A term $t$ is irreducible w.r.t. rewrite system $\mathcal{R}$ if $t \frac{*}{\mathcal{R}} u$ implies $t = u$. A term rewriting
system is terminating if there is no infinite sequence $t_1 \frac{\rightarrow}{\mathcal{R}} \ldots \frac{\rightarrow}{\mathcal{R}} \ldots$. A term rewriting
system $\mathcal{R}$ is convergent, if it is terminating and, for any term $t$ there exists a unique term
$t \downarrow$ (called the normal form of $t$) such that $t \frac{*}{\mathcal{R}} t \downarrow$ and $t \downarrow$ is irreducible. We do not define
here convergence modulo an equational theory (see [22] instead). Informally, it means also
termination and uniqueness of normal forms, up to the equational theory.

### 2.4.2 Symbolic equivalence

In this section we define a very general setting for symbolic equivalence. This implies sometimes
more complicated definitions and one can simply look at the examples to get some simple instances.
In the symbolic world, messages are terms. They are built from names representing random numbers (a set $\mathcal{R}$), names representing keys (a set $\mathcal{N}$), pairing, symmetric encryption, constants, decryption, projection and possibly other primitives: one-way functions, public-key encryption, signatures etc... Such messages form a term algebra $T(\mathcal{F})$. These terms can be simplified according to a rewrite system $\mathcal{S}$, which contains for instance rules $D(\{x\}^r_k, k) \rightarrow x$ or $x \oplus x \rightarrow 0$ for exclusive or and there can be identities among messages, such as commutativity of exclusive or.

Formally, we assume that $\mathcal{S}$ is a convergent rewrite system (possibly w.r.t. associativity and commutativity of some function symbols) over the set of function symbol $\mathcal{F}$. $\mathcal{M}$ is the quotient algebra $T(\mathcal{F})/\mathcal{S}$. Since $\mathcal{S}$ is convergent, every term $t \in T(\mathcal{F})$ has a unique normal form $t \downarrow$ (possibly modulo associativity and commutativity) and $\mathcal{M}$ can be identified with the terms in normal form, which constitute a set of representatives.

Sorts, which are often considered in the literature (in particular [4]) are not included in the definition of messages. We will introduce later predicates, which may (or not) include some sort information.

Example 2.2 In case of symmetric encryption and pairing (the basic example), $\mathcal{F}_0$ consists in

- a set $\mathcal{W}$ of constants: the words over $\{0,1\}$ (bitstrings),
- an infinite set of constants $\mathcal{R}$ (the random numbers),
- an infinite set of constants $\mathcal{N}$ (for the keys)
- a binary symbol $\langle \cdot, \cdot \rangle$
- a ternary symbol $\{\cdot\}$. The last argument, displayed as an exponent is the random number used in the encryption algorithm. We found clearer to display it explicitly, as two encryption of the same term with the same key should not yield the same ciphertext, while copying a ciphertext corresponds to the same keys and random numbers.
- a binary decryption symbol $D$
- two unary projection symbols $\pi_1, \pi_2$.

In this case the system $\mathcal{S}_0$ consists of the following rules:

$$
D(\{x\}^r_k, k) \rightarrow x \quad \pi_1(\langle x, y \rangle) \rightarrow x
$$

$\mathcal{S}_0$ is convergent. It must be noted that, for instance, $D(k, k')$ is irreducible if $k, k'$ are two nonces. Similarly, $D(\{x\}^r_{k_1}, k_2)$ is irreducible if $k_1 \neq k_2$. Such “wrong use” of decryption is permitted here and does not yield anything but the term itself. Another option consists in adding explicit failure symbols.

Example 2.3 Other examples of message algebras include the case of public key cryptosystems: add another encryption symbol, another decryption symbol, public keys and private keys and the additional decryption rule:

$$
D_p(\{x\}^r_{\text{pub}(y)}, \text{priv}(y)) \rightarrow x
$$
If we add the exclusive or for instance, then \( S \) will contain \( x \oplus x \oplus y \to 0, x \oplus 0 \to 0 \) and \( \oplus \) is associative and commutative.

**Example 2.4** Going further on, there are more complex equational theories and sets of function symbols, here is one taken from [27]: \( F = \{ \text{commit, sign, pub}(-), \text{blind} \} \cup \mathcal{N} \cup \{0,1\}^* \), open, checksign, unblind \} and \( S \) consists of the rules

\[
\begin{align*}
\text{open} & (\text{commit}(x, y), y) & \to x \\
\text{unblind} & (\text{sign}(\text{blind}(x, y), z), y) & \to \text{sign}(x, z)
\end{align*}
\]

Again, the rewrite system \( S \) is convergent.

Intruder computations consist in building new messages using the public part of \( F \). There are two ways of formalizing this, which are equivalent: either use inference rules or contexts and rewriting. We will mainly use the latter, following the majority of papers in the literature.

First, assume that \( F \) and rewriting. We will mainly use the latter, following the majority of papers in the literature.

There are two ways of formalizing this, which are equivalent: either use inference rules or contexts and rewriting. We will mainly use the latter, following the majority of papers in the literature.

We need finally views on the terms (for instance, their length, equality of terms,...); we consider a finite set of predicate symbols \( P \), its interpretation, which is viewed both as a relation and as a Boolean function. For decision issues, more properties of the predicate interpretations will be required (see section 7).

**Definition 2.9** Given \( F, F_P, S, P, P^I \) as above, two sequences of terms \( (s_1, \ldots, s_n) \) and \( (t_1, \ldots, t_n) \) of \( M^n \) are symbolically equivalent, which we write \( (s_1, \ldots, s_n) \sim (t_1, \ldots, t_n) \), if

\[
\forall P \in P \text{ of arity } k, \forall C_1, \ldots, C_k \in C, \quad P^I(C_1[s_1, \ldots, s_n] \downarrow, \ldots, C_k[s_1, \ldots, s_n] \downarrow) \Leftrightarrow P^I(C_1[t_1, \ldots, t_n] \downarrow, \ldots, C_k[t_1, \ldots, t_n] \downarrow)
\]

This corresponds to the intuitive idea that, after any computation on \( s \) or \( t \), and applying any view on the terms, it is impossible for the intruder to distinguish the two sequences of terms. This generalizes both pattern equivalence as defined in [4] and static equivalence as defined in [13], and gives more flexibility on the intruder capabilities that can be modeled.

### 2.4.3 Examples of useful predicates

**Valid messages** Let \( M \) be a unary predicate symbol and \( M^I \) be the subset of \( T(F) \) of “valid messages”. In case of the symmetric encryption example, \( M^I \) is the subset of \( T(F \setminus \{D, \pi_1, \pi_2\}) \) such that any encryption symbol is applied to a term in \( M^I \), a constant in \( \mathcal{N} \) and a constant in \( \mathcal{R} \).
We will include $M$ or not in the set of predicates, depending on whether it is possible for an intruder to detect the success/failure of a decryption attempt.

**Equality:** $EQ^I$ is a binary relation on terms. In the strict interpretation (which we will follow unless stated otherwise),

$$EQ^I(s, t) \overset{\text{def}}{=} M(s) \land M(t) \land s = t$$

This corresponds to *static equivalence* of [13].

There are looser interpretations, for instance only requiring $s = t$ or even equating all “failures” by adding $\bot$ symbols...

**Equal Keys** : This relation models the ability to decide whether two ciphertexts are obtained with the same encryption key:

$$EK^I(x, y) \overset{\text{def}}{=} \exists t, u, k, r, r'. EQ^I(x, \{t\}_k) \land EQ^I(y, \{u\}_k')$$

which implies in particular $M(k), M(x), M(y)$.

**Equal Lengths** Models the ability to compare the lengths of plaintexts, even when they appear encrypted. Defining $EL^I$ requires to define a length function on irreducible terms $t$ that belong to $M^I$ (e.g. as in [32]), which assumes in particular that the length of an encrypted message only depends on the length of the message and the length of the key. Such a length function depends on the security parameter $\eta$, which is used to determine the length of the keys.

Then $EL^I$ is the set of pairs of ciphertexts encrypting messages of equal lengths:

$$EL^I(s, t) \overset{\text{def}}{=} M^I(s) \land M^I(t) \land \exists s_1, s_2, t_1, t_2, r_1, r_2.$$

$$s = \{s_1\}_{s_2}^{r_1}, t = \{t_1\}_{t_2}^{r_2} \land \forall \eta \in \mathbb{N}. l(s_2, \eta) = l(t_2, \eta) \land l(s_1, \eta) = l(t_1, \eta)$$

**Exercise 13**

Consider $S_0, \mathcal{F}_0$ as in example 2.2, and $\mathcal{P}_3 = \{M, EQ, EK, EL\}$. In the following cases, is the sequence $(t_1, t_2, t_3, t_4)$ symbolically equivalent to

$$(s_1, s_2, s_3, s_4) = (\{< k_1, k_2 >\}_{k_3}^{r_1}, \{< k_1 r_2, k_3 >\}_{k_4}^{r_3}, \{< k_3 r_4, k_4 >\}_{k_5}^{r_5}, \{k_5 >\}_{k_6}^{r_6})$$

1. $t_1 = k_1', t_2 = < \{k_1' \}_{k_3'}, \{k_3' \}_{k_5'} >, t_3 = k_4', t_4 = k_5'$

2. $t_1 = k_1', t_2 = < \{k_1' \}_{k_3'}, \{k_3' \}_{k_5'} >, t_3 = k_4', t_4 = k_5'$

3. $t_1 = \{m' \}_{k_1'}, t_2 = < \{k_1' \}_{k_3'}, \{k_3' \}_{k_5'} >, t_3 = \{m' \}_{k_4'}, t_4 = k_5'$

The following exercise compares our definition of symbolic equivalence with the static equivalence of [13]; assuming that keys and random numbers are defined (e.g. through an infinite rewrite system, or assuming a representation of these names), then the two notions coincide, as long as only positive information is needed. Slight differences will show up in section 4 and there are also situations in which the equational formalisation is not possible.
Exercise 14
In [13], static equivalence is defined without a set of predicates. Show that, if we assume that predicates $N$ and $R$ are defined, which are true only on $\mathcal{N}$ and $\mathcal{R}$ respectively, it is possible to design a finite convergent rewrite system $\mathcal{S}$ which, for every $t, u$, rewrites $EQ(t, u)$, $M(t)$, $EK(t, u)$, $EL(t, u)$ to true exactly when these predicates are satisfied on $t, u$.

Exercise 15 (5)
We define the patterns and known-keys of a sequence $s_1, \ldots, s_n$ as follows:

- $k \in \text{known-keys}(s_1, \ldots, s_n)$ iff $\exists C \in \mathcal{C}_n, C[s_1, \ldots, s_n] \models k$
- $\text{pattern}(s_1, \ldots, s_n) \overset{\text{def}}{=} (\text{pattern}(s_1), \ldots, \text{pattern}(s_n))$
- $\text{pattern}(<s_1, s_2>) = <\text{pattern}(s_1), \text{pattern}(s_2)>
- $\text{pattern}([s_1])_k^n = \begin{cases} \{\text{pattern}(s_1)\}_k^n & \text{if } k \in \text{known-keys}(s_1, \ldots, s_n) \\ \Box & \text{otherwise} \end{cases}$ where $\Box$ is a new constant
- $\text{pattern}(s) = s$ in all other cases.

Now, two sequences $(s_1, \ldots, s_n)$ and $(t_1, \ldots, t_n)$ are pattern-equivalent if there is a bijection $\sigma$ on keys such that $\text{pattern}(s_1, \ldots, s_n) = \sigma(\text{pattern}(t_1, \ldots, t_n))$.

Define the rewrite system $\mathcal{S}$ and the predicates $\mathcal{P}$ such that the symbolic equivalence is pattern-equivalence.

Other examples of predicates may include decision of key cycles; this is somehow the point of view of [28], since they define the symbolic equivalence, taking key cycles into account. However, in their setting, the symbolic equivalence is much stronger since two expressions which contain key cycles are equivalent iff they are identical (up to renaming). This can be modeled using a function, which, in case of key cycles returns the term itself and, otherwise, returns 0 and defining a relation stating that the images by this function of the two arguments are identical. We may also refine the equivalence in such cases, allowing for instance $<\{K_1\}_K^n, \{K\}_K^{n'}>$ and $<\{0\}^n, \{K\}_K^{n'}>$ to be equivalent.

Actually, as in [12], families of symbolic equivalences could be considered in an abstract way. We prefer however the above framework, in which we can also discuss computability and complexity issues of the symbolic equivalence.
3 Soundness of symbolic abstraction: the simplest case

In the following, we will show that computational indistinguishability implies symbolic equivalence. We focus on symmetric encryption only and assume encryption with atomic keys. This follows the original paper of [4], with slight differences (for instance we consider type-3 security instead of type-0 security) and we try also to construct a detailed, stepwise proof.

3.1 Computational interpretation of terms

Let us recall that $F_0 = N \cup R \cup W \cup \{\cdot\}, D(\cdot, \cdot), < \cdot, \cdot, \pi_1(\cdot), \pi_2(\cdot)\}$. $N$ is a set of constants called names (or nonces, used for keys), $R$ is a set of constants called random numbers (used for random inputs of machines), $W$ is a finite set of constants (interpreted as particular words). We consider a particular subset of valid terms $M_0$, which is the least set of messages containing $N \cup R \cup A$ and such that:

$$x \in M_0, \ k \in N, \ r \in R \Rightarrow \{x\}_k^r \in M_0$$

$$x \in M_0, \ y \in M_0 \Rightarrow < x, y > \in M_0$$

In particular, messages in $M_0$ do not contain any projection or decryption symbol.

If $t_1, \ldots, t_n \in M_0$, $N(t_1, \ldots, t_n)$ is the set of names occurring in some $t_i$. Similarly, $\text{Coins}(t_1, \ldots, t_n)$ is the set of random numbers occurring as arguments of encryption in $t_1, \ldots, t_n$.

Every constant in $W$ gets a fixed interpretation, for instance $[0001] = 0001$.

If $t$ is a term and $N(t) = \{k_1, \ldots, k_n\}$, $\text{Coins}(t) = \{r_1, \ldots, r_m\}$, the computational semantics of $t$ is given by an ensemble $\{[t]_\eta\}_{\eta \in \mathbb{N}}$ defined as follows:

- for each key $k_i \in N(t)$, draw a key $\tau(k_i)$ from $G_\eta$ and for each $r \in \text{Coins}(t)$, draw $\tau(r)$ according to the uniform distribution. This gives a function $\tau$ from Dom$\tau = N(t) \cup \text{Coins}(t)$ to bitstrings.

- compute $[t]_\eta^r$ recursively as follows:
  - If $t \in W$, then $[t]_\eta^r = [t]$
  - If $t$ is a key $k_i$, then $[k_i]_\eta^r = \tau(k_i)$
  - If $t = < t_1, t_2 >$ then $[t]_\eta^r = [t_1]_\eta^r \cdot [t_2]_\eta^r$
  - If $t = \{t_1\}_k^r$ then $[t]_\eta^r = E([t_1]_\eta^r, \tau(k) \mid \tau(r))$

where $\cdot$ is the (some kind of) string concatenation: we need at least a marker separating the two components of the pair, in order to know how to project on each component. In addition, if we want to avoid the associativity of $\cdot$, we need (other) markers also at the beginning and end of the pair. The superscript here is intended to record the context of the interpretation. We will also use $[[u]]_\eta^r$ when $u$ contains keys or random numbers, which are not in the domain of $\tau$. In such a case, the ensemble is obtained by first drawing the keys and nonces whose interpretation is not fixed and then use the above defined interpretation.

For each term $u$, $\{[[u]]_\eta\}_{\eta \in \mathbb{N}}$ is a polynomially computable ensemble, according to section 2.1.1. For tuples of terms, $[[t_1, \ldots, t_m]]_\eta$ is defined in a similar way: first draw all keys and random numbers and then return the tuple $([t_1]_\eta^r, \ldots, [t_m]_\eta^r)$. This is again a (multiple-outputs) PPT for each $\eta$, hence a polynomially computable ensemble.
The only important thing in this definition is that keys (or any name of the appropriate sort) is drawn before the computation, so that multiple occurrences of the same key are interpreted the same way. The above is not tailored to any specific set of security primitives and can be easily generalized: see [13] for a parametric definition of computational interpretations.

Exercise 16
Show that, if \((\mathcal{N}(s_1, \ldots, s_n) \cup \text{Coins}(s_1, \ldots, s_n)) \cap (\mathcal{N}(t_1, \ldots, t_m) \cup \text{Coins}(t_1, \ldots, t_n)) = \emptyset\), then \([s_1, \ldots, s_n, t_1, \ldots, t_m]_\eta = [s_1, \ldots, s_n]_\eta \times [t_1, \ldots, t_m]_\eta\).

3.2 Security of encryption and indistinguishability
We consider now the case of type-3 security. We assume that all keys of \(G_\eta\) have the same length and that encrypting two messages of equal lengths yields two messages of equal length. In that case, we can define the length of a message term \(t\) (w.r.t. \(\eta\)) as the length of any sample of \([t]_\eta\); \(l(t, \eta) = |w|\) for any \(w \in [t]_\eta\). \(^3\) \(\theta^{(u,\eta)}\) is a (constant) term in \(W\).

Unless specified otherwise, the security is always considered w.r.t. a class \(C\) of adversaries and the indistinguishability relation \(\approx\) is a shorthand for \(\approx_C\), for the same \(C\). We only assume that \(C\) is closed by composition with PPTs.

Lemma 3.1 Let \(u \in M_0\) be such that \(k, n \notin \mathcal{N}(u) \cup \text{Coins}(u) \cup \text{Dom}(\tau)\). If \((G, E)\) is type-3 secure, then
\[
\{u\}^n_{k\eta} \approx \{0^{l(u,\eta)}\}^n_{k\eta}
\]
In other words, given the actual keys \(k_1, \ldots, k_n\), an encryption of \(u\) cannot be distinguished with an encryption of 0.

Proof: Assume, by contradiction, that there is a machine \(A_1 \in C\) such that
\[
\epsilon_{A_1}(\eta) = \Pr\{x \xleftarrow{R} [u]_{k\eta}^n, r \xleftarrow{R} U : A_1(x, 0^n \mid r) = 1\}
- \Pr\{x \xleftarrow{R} [0^{l(u,\eta)}]_{k\eta}^n, r \xleftarrow{R} U : A_1(x, 0^n \mid r) = 1\}
\]
is not negligible. Then we define the machine \(A_2\), equipped with a randomized oracle \(f\) as follows:

1. \(A_2\) draws \(x\) from \([u]_\eta^n\)
2. draws a random input \(n\) for the oracle
3. calls the oracle \(f\), returning a value \(y = f(x \mid n)\)
4. simulates \(A_1\) with input \((y, 0^n)\).

\(A_2 \in C\). Let \(M^k_1\) be the machine obtained from \(A_2\) when the oracle \(f(x \mid n)\) is the encryption of \(x\) with \(k\) and \(M^k_2\) be the machine obtained when \(f(x \mid n)\) is the encryption of \(0^{\lfloor x \rfloor}\) with \(k\).

\(^3\)Note that we state here a correspondence between the length of bitstring and the abstract length function \(l\) used in defining \(\text{EL}^l\).
The probability of $0^n$ being accepted by $M_1$ is

$$p_{M_1^1}(\eta,k) = \Pr\{ n \xleftarrow{R} U, x \xleftarrow{R} [u]_\eta^r, r \xleftarrow{R} U : A_1(E(x,k \mid n), 0^n \mid r) = 1 \}$$

$$= \Pr\{ x \xleftarrow{R} \mathcal{E}([u]_\eta^r, k \mid n), r \xleftarrow{R} U : A_1(x, 0^n \mid r) = 1 \}$$

since $k,n$ are not occurring in $u$. $[\{u\}_k^\eta]^r = \mathcal{E}([u]_\eta^r, k \mid n)$, the polynomially computable distribution defined by the randomized encryption algorithm. Hence

$$\text{Average}\{ k \xleftarrow{R} G_\eta : p_{M_1^1}(\eta,k) \}$$

$$= \Pr\{ k \xleftarrow{R} G_\eta, n \xleftarrow{R} U, x \xleftarrow{R} [u]_\eta^r, r \xleftarrow{R} U : A_1(\mathcal{E}(0^{|x|}, k \mid n), 0^n \mid r) = 1 \}$$

$$= \Pr\{ k \xleftarrow{R} G_\eta, n \xleftarrow{R} U, x \xleftarrow{R} [u]_\eta^r, r \xleftarrow{R} U : A_1(\mathcal{E}(0^{|x|}, k \mid n), \eta \mid r) = 1 \}$$

$$= \Pr\{ x \xleftarrow{R} \{ (0^{|u|,\eta})_k^\eta \}, r \xleftarrow{R} U : A_1(x, 0^n \mid r) = 1 \}$$

It follows that

$$\text{ADV}_{\mathcal{A}_2}^3(\eta) = \epsilon_{A_1}(\eta)$$

which was assumed not to be negligible. Hence the adversary $\mathcal{A}_2$ gets a non-negligible advantage: the encryption scheme is not type-3 secure.

□

This can be easily extended to tuples:

**Lemma 3.2** Let $\{u_1\}_k^{n_1}, \ldots, \{u_m\}_k^{n_m} \in \mathcal{M}_0$ be such that $k, n_1, \ldots, n_m \notin \text{Dom}(\tau) \cup \mathcal{N}(u_1, \ldots, u_m) \cup \text{Coins}(u_1, \ldots, u_m)$. Assume also that $n_1, \ldots, n_m$ are distinct. If $(G, \mathcal{E})$ is type-3 secure, then

$$\{ [u_1]_k^{n_1}, \ldots, [u_m]_k^{n_m} \}^{\tau}_{\eta} \approx \{ (0^{|u_1|,\eta})_k^{n_1}, \ldots, (0^{|u_m|,\eta})_k^{n_m} \}^{\tau}_{\eta}$$

**Proof:**

(sketch) The proof is very similar to the proof of lemma 3.1. For completeness, we give for instance the definition of the machine $\mathcal{A}_2$:

1. $\mathcal{A}_2$ draws $x_1, \ldots, x_m$ respectively from $[u_i]_\eta^r$
2. Draw the $m$ random inputs $n_1, \ldots, n_m$ for the oracle
3. calls $m$ times the oracle $f$ and store the results $y_1 = f(x_1 \mid n_1), \ldots, y_m = f(x_m \mid n_m)$
4. Simulates $\mathcal{A}_1$ on input $(y_1, \ldots, y_m, \eta)$

□
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Exercise 17
Complete the proof of the previous lemma. Is the distinctness of \(n_1, \ldots, n_m\) necessary?

We can also remove the exponents:

Lemma 3.3 Assume that \((G, E)\) is a type-3 secure encryption scheme. Let \(\{u_1\}^{n_1}_1, \ldots, \{u_m\}^{n_m}_m \in \mathcal{M}_0\), \(k, n_1, \ldots, n_m \notin N(u_1, \ldots, u_m) \cup \text{Coins}(u_1, \ldots, u_m)\) and assume that \(n_1, \ldots, n_m\) are distinct. Then \(\{\{u_1\}^{n_1}_1, \ldots, \{u_m\}^{n_m}_m\}_\eta \approx \{\{0^{(u, \eta)}\}^{n_1}_1, \ldots, \{0^{(u, \eta)}\}^{n_m}_m\}_\eta\).

Proof:
We simply apply lemma 3.2, which holds for any key assignments, besides \(k\).

Exercise 18 (4)
Assuming that \((G, E)\) is a type-3 secure encryption scheme, construct a type-3 secure encryption scheme \((G', E')\) such that \(\{\{k\}\}_\eta \not\approx \{\{0^{(k, \eta)}\}\}_\eta\).

In the proof, we used two hypotheses:

1. The key \(k\) does not occur in \(u\): actually we used a weaker hypothesis, namely that \(k\) is hidden in \(u\). More precisely. \(\{\{u\}\}_\eta \approx E(\{u\}_\eta, \cdot | \cdot)\) is sufficient where \(E(\{u\}_\eta, \cdot | \cdot)\) is the distribution defined by

\[
\Pr\{x \stackrel{R}{\leftarrow} E(\{u\}_\eta, \cdot | \cdot) : x = a\} = \Pr\{y \stackrel{R}{\leftarrow} \{u\}_\eta, k \stackrel{R}{\leftarrow} \mathcal{K}_G, r \stackrel{R}{\leftarrow} U : E(y, k | r) = a\}
\]

Equivalently \([< u, k >]_\eta \approx [< u, k' >]_\eta\) where \(k'\) is a key not occurring in \(u\). Examples include \(u = k_1\) or \(u = \{k\}\). Counter examples are \(u = k\) or \(u = k, k_1\).

2. The length of all encryptions of equal length messages are equal length messages. This is necessary for replacing \(|x|\) with \(l(u, \eta)\) when \(x\) is drawn from \(\{u\}_\eta\). This hypothesis is necessary for the lemma, unless we assume an encryption scheme which is length-concealing. In the latter case indeed, we could replace \(0^{l(u, k)}\) in the statement with 0 and don’t have to pay attention to the possible different lengths of samples of \(\{\{u\}_\eta\}\).

Lemma 3.3 can be adapted to other security levels, as sketched above for length-concealing encryption.

Exercise 19 (4)
If we want to take key cycles into account, show the following:

If \((G, E)\) is type-3 secure, \(\eta \in \mathbb{N}\) and \(u, v\) are terms such that \(l(u, \eta) = l(v, \eta)\), for any key \(k'\) not occurring in \(u, v\), \([< u, k >]_\eta \approx [< u, k' >]_\eta\) and \([< v, k >]_\eta \approx [< v, k' >]_\eta\), then, for any \(r \notin \text{Coins}(u, v)\), \(\{\{u\}\}_\eta \approx \{\{v\}\}_\eta\).

Exercise 20
Show the following extension of lemma 3.3. If all occurrences of \(k\) in \(u\) are inside an encryption by a key, which cannot be recovered from \(u\) and \(r \notin \text{Coins}(u)\), then \(\{\{u\}\}_\eta \approx \{\{0^{l(u, \eta)}\}\}_\eta\).

More precisely, we assume that, if \(u|_p = k\), then there is a \(p' < p\) such that \(u|_{p'} = \{v\}\) such that, for all contexts \(C \in \mathcal{C}\), \(C[u]\) cannot be rewritten to \(k'\).
Lemma 3.4 Assume that the encryption scheme is type-3 secure. Let \( \{u_1\}_{k}^{n_1}, \ldots , \{u_m\}_{k}^{n_m}, s_{m+1}, \ldots , s_n \) be a sequence of terms in \( M_0 \) such that \( k \) does not occur in \( s_{m+1}, \ldots , s_n, u_1, \ldots , u_m \). Assume moreover that \( n_1, \ldots , n_m \) are distinct and do not occur in \( s_{m+1}, \ldots , s_n \), then

\[
[\{u_1\}_{k}^{n_1}, \ldots , \{u_m\}_{k}^{n_m}, s_{m+1}, \ldots , s_n]_\eta \approx [\{0^{\ell(u_1,\eta)}\}_{k}^{n_1}, \ldots , \{0^{\ell(u_m,\eta)}\}_{k}^{n_m}, s_{m+1}, \ldots , s_n]_\eta
\]

Proof:
Let \( s_i = \{u_i\}_{k}^{n_i} \) for \( i = 1, \ldots , m \). Let \( \{k_1, \ldots , k_r\} = \mathcal{N}(s_1, \ldots , s_n) \backslash \{k\} \) and \( \{n_{m+1}, \ldots , n_p\} = \text{Coins}(s_1, \ldots , s_n) \backslash \{n_1, \ldots , n_m\} \) Since \( k, n_1, \ldots , n_m \) do not occur in \( s_{m+1}, \ldots , s_n \), for any interpretation \( \tau \) whose domain is \( \{k_1, \ldots , k_r\} \cup \{n_{m+1}, \ldots , n_p\} \),

\[
[\{s_1, \ldots , s_n\}]_\eta \approx [\{s_1, \ldots , s_m\}]_\tau \times [\{s_{m+1}, \ldots , s_n\}]_\tau
\]

since fixing the interpretation of \( k_1, \ldots , k_p, n_{m+1}, \ldots , n_p \), the interpretation of \( s_{m+1}, \ldots , s_n \) is fixed. Now, by lemma 3.2

\[
[\{s_1, \ldots , s_m\}]_\tau \approx [\{0^{\ell(u_1,\eta)}\}_{k}^{p_1}, \ldots , \{0^{\ell(u_m,\eta)}\}_{k}^{p_m}]_\tau
\]

It follows, for the same reasons as above, that

\[
[\{s_1, \ldots , s_n\}]_\eta \approx [\{0^{\ell(u_1,\eta)}\}_{k}^{p_1}, \ldots , \{0^{\ell(u_m,\eta)}\}_{k}^{p_m, s_{m+1}, \ldots , s_n}]_\tau
\]

And since this holds for any \( \tau \):

\[
[\{s_1, \ldots , s_n\}]_\eta \approx [\{0^{\ell(u_1,\eta)}\}_{k}^{p_1}, \ldots , \{0^{\ell(u_m,\eta)}\}_{k}^{p_m, s_{m+1}, \ldots , s_n}]_\eta
\]

\[\Box\]

3.3 The soundness theorem

We need first two additional assumptions on term sequences. The first is not a restriction, as it states that random numbers are random numbers indeed: once they are used they can only be copied\(^4\). The second hypothesis is a true restriction on key occurrences.

The use of random number in a sequence \( s_1, \ldots , s_n \) is consistent if

\[\forall r \in \text{Coins}(s_1, \ldots , s_n), \text{ if } r \text{ has two occurrences in the sequence: } s_i|_{p_1} = r \text{ and } s_j|_{p_2} = r, \text{ then there are } q_1, q_2, u, k \text{ such that } p_1 = q_1 \cdot 3, p_2 = q_2 \cdot 3 \text{ and } s_i|_{q_1} = s_j|_{q_2} = \{u\}_k^r\]

A sequence \( s_1, \ldots , s_n \) induces a relation on \( \mathcal{N}(s_1, \ldots , s_n) \) defined as the smallest reflexive and transitive relation such that:

\[k \leq (s_1, \ldots , s_n) k' \text{ if } \exists i, \exists s'_i, \exists p, \exists r, s_i|_p = \{s'_i\}_k^r \text{ and } k \in \mathcal{N}(s'_i)\]

In what follows, we will only consider valid message sequences:

**Definition 3.5** A message sequence \( s_1, \ldots , s_n \in M_0 \) is valid if

\(^4\)Note however that [4] assumes that they cannot even be copied, which is an unnecessary assumption.
1. The use of random number is consistent in the sequence \( s_1, \ldots, s_n \)

2. \( \leq_{(s_1, \ldots, s_n)} \) is an ordering.

**Example 3.1** The following are not valid message sequences:

\[
(\{ \{ k_1 \} \}_{k_2}^{r_2}, \{ \{ k_2 \} \}_{k_3}^{r_3}, \{ \{ k_1 \} \}_{k_3}^{r_1}) =
(\{ \{ k_1 \} \}_{k_2}^{r_2}, \{ \{ k_2 \} \}_{k_3}^{r_3}, \{ \{ k_1 \} \}_{k_3}^{r_1})
\]

While the following are valid

\[
(\{ \{ k_1 \} \}_{k_2}^{r_2}, \{ \{ k_2 \} \}_{k_3}^{r_3}, \{ \{ k_1 \} \}_{k_3}^{r_1}) \neq
(\{ \{ k_1 \} \}_{k_2}^{r_2}, \{ \{ k_2 \} \}_{k_3}^{r_3}, \{ \{ k_1 \} \}_{k_3}^{r_1})
\]

Why this new assumption? The first observation is that we cannot encrypt a key with itself, according to exercise 18. One may wonder whether it is sufficient to disallow this type of cycles. This is referred to as an open question in [4, 5].

**Open Question 4** Is there a type-3 secure encryption scheme such that \( \{ \{ k \} \}_{k}^r, \{ k' \}_{k}^{r'} \neq \]

\[
[\{ 0^n \}^r, \{ 0^n \}^{r'}]_{k_1, k_2} \quad ?
\]

This is a true open question. There are variants asking for stronger distinguishability properties.

**Lemma 3.6** If \( [s_1, \ldots, s_n, u_1, \ldots, u_m] \approx [t_1, \ldots, t_n, v_1, \ldots, v_m] \), \( f \) is interpreted as a PPT constructible function, and \( r \notin \text{Coins}(s_1, \ldots, s_n, u_1, \ldots, u_m) \), then \( [f(s_1, \ldots, s_n | r), u_1, \ldots, u_m] \approx [f(t_1, \ldots, t_n | r), v_1, \ldots, v_m] \).

**Proof:**
For, by contradiction: if \( \mathcal{A} \) distinguishes between \( [f(s_1, \ldots, s_n | r), u_1, \ldots, u_m] \) and \( [f(t_1, \ldots, t_n | r), v_1, \ldots, v_m] \), we construct a machine \( \mathcal{A}' \), which, on input \( x_1, \ldots, x_n, y_1, \ldots, y_m \), first applies (the interpretation of) \( f \) to \( x_1, \ldots, x_n, r \) and then simulates \( \mathcal{A} \). \( \mathcal{A}' \) distinguishes between the two distributions \( [s_1, \ldots, s_n, u_1, \ldots, u_m] \) and \( [t_1, \ldots, t_n, v_1, \ldots, v_m] \). \( \square \)

**Exercise 21**
Complete the proof of the previous lemma.

**Exercise 22**
Show that the converse of the previous lemma is false.

In the rest of the section, we assume \( \mathcal{F} = \mathcal{F}_0, \mathcal{P} = \mathcal{P}_3 = \{ M, EQ, EL, EK \} \), and \( \mathcal{S} = \mathcal{S}_0 \). \( \mathcal{F}_P = \mathcal{F}_0 \setminus (\mathcal{N}_S \cup \mathcal{R}_S) \) where \( \mathcal{N}_S \) is a subset of \( \mathcal{N} \) and \( \mathcal{R}_S \) is a strict subset of \( \mathcal{R} \). In particular \( \mathcal{W} \subset \mathcal{F}_P \).

We will also use the notion of size of a term \( t \), written \( |t| \) and defined inductively as follows: \( |c| \overset{\text{def}}{=} 1 \) if \( c \) is a constant, \( |< u, v >| \overset{\text{def}}{=} 1 + |u| + |v| \) and \( |\text{encpukr}| \overset{\text{def}}{=} 3 + |u| \). Let us recall that \( u[t \mapsto t'] \) is the replacement of term \( t \) with \( t' \) in \( u \) (all occurrences of \( t \) are replaced with \( t' \)).

Because random numbers can be repeated in term sequences (a case which is not considered in [4]), we need the following lemma, which is similar to the equivalence with transparent frames in [13]:
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Lemma 3.7 Let \((s_1, \ldots, s_n)\) be a valid sequence of terms in \(M_0\) and \(t = \{u\}_k^r \in M_0\). If, for every context \(C\), \(C[s_1, \ldots, s_n] \downarrow \neq k\), then

\[
[s_1, \ldots, s_n]_\eta \approx [s_1[t \mapsto \hat{t}], \ldots, s_n[t \mapsto \hat{t}]]_\eta
\]

where \(\hat{t} = \{0^{l(u, \eta)}\}_k^r\)

Proof:
We prove the lemma by induction on \(|s_1| + \ldots + |s_n|\). In the base case, there is nothing to prove since \(t\) cannot occur as a subterm of some \(s_i\).

Now, if some \(s_i\) is a pair \(s'_i, s''_i\), then there are contexts \(C_1, C_2\) such that \(C_1[s_1, \ldots, s_n] \models s'_i\) and \(C_2[s_1, \ldots, s_n] \models s''_i\). Hence there is no context \(C\) such that \(C[s_1, \ldots, s_i-1, s'_i, s''_i, s_{i+1}, \ldots, s_n] \models k\). By induction hypothesis,

\[
\begin{aligned}
\langle s_1, \ldots, s_{i-1}, s'_i, s''_i, s_{i+1}, \ldots, s_n \rangle_\eta &\approx [s_1[t \mapsto \hat{t}], \ldots, s_{i-1}[t \mapsto \hat{t}], s'_i[t \mapsto \hat{t}], s''_i[t \mapsto \hat{t}], s_{i+1}[t \mapsto \hat{t}], \ldots, s_n[t \mapsto \hat{t}]]_\eta \\
\end{aligned}
\]

and, by lemma 3.6,

\[
\langle s_1, \ldots, s_n \rangle_\eta \approx [s_1[t \mapsto \hat{t}], \ldots, s_n[t \mapsto \hat{t}]]_\eta
\]

If \(s_i = s_j\) for a pair of distinct indices, we can also simply apply the induction hypothesis:

\[
\langle s_1, \ldots, s_{i-1}, s_{i+1}, \ldots, s_n \rangle_\eta \approx [s_1[t \mapsto \hat{t}], \ldots, s_{i-1}[t \mapsto \hat{t}], s_{i+1}[t \mapsto \hat{t}], \ldots, s_n[t \mapsto \hat{t}]]_\eta
\]

and we get the result by repeating the competent \(j\) at the place \(i\).

Now, assume that there is no repeated term and that all members of the sequence are keys, constants or ciphertexts. Let \(k_0\) be a maximal key in the sequence. We distinguish again two cases.

If \(k_0\) is not a member of the sequence then we may assume (up to a re-numbering) that \(s_1 = \{u_1\}_k^{r_1}, \ldots, s_m = \{u_m\}_k^{r_m}\) and \(k_0\) does not occur in \(s_{m+1}, \ldots, s_n\). In addition, since \(s_1, \ldots, s_m\) are distinct and \(s_1, \ldots, s_n\) is a valid sequence, \(r_1, \ldots, r_m\) are distinct and do not occur in \(s_{m+1}, \ldots, s_n\). Then, by lemma 3.4,

\[
\begin{aligned}
\langle s_1, \ldots, s_n \rangle_\eta &\approx \langle \{0^{l(u_1, \eta)}\}_k^{r_1}, \ldots, \{0^{l(u_m, \eta)}\}_k^{r_m}, s_{m+1}, \ldots, s_n \rangle_\eta \\
&\approx \langle \{0^{l(u_1, \eta)}\}_k^{r_1}, \ldots, \{0^{l(u_m, \eta)}\}_k^{r_m} \rangle_\eta \times \langle s_{m+1}, \ldots, s_n \rangle_\eta
\end{aligned}
\]

Moreover, for every context \(C\), \(C[s_{m+1}, \ldots, s_n] \downarrow \neq t\). By induction hypothesis,

\[
\langle s_{m+1}, \ldots, s_n \rangle_\eta \approx [s_{m+1}[t \mapsto \hat{t}], \ldots, s_n[t \mapsto \hat{t}]]_\eta
\]

It follows that

\[
\begin{aligned}
\langle s_1, \ldots, s_n \rangle_\eta &\approx \langle \{0^{l(u_1, \eta)}\}_k^{r_1}, \ldots, \{0^{l(u_m, \eta)}\}_k^{r_m} \rangle_\eta \times [s_{m+1}[t \mapsto \hat{t}], \ldots, s_n[t \mapsto \hat{t}]]_\eta \\
&\approx \langle \{0^{l(u_1, \eta)}\}_k^{r_1}, \ldots, \{0^{l(u_m, \eta)}\}_k^{r_m} \rangle_\eta \times \langle s_{m+1}[t \mapsto \hat{t}], \ldots, s_n[t \mapsto \hat{t}] \rangle_\eta
\end{aligned}
\]

And, by lemma 3.4,

\[
\langle s_1, \ldots, s_n \rangle_\eta \approx \langle \{u_1[t \mapsto \hat{t}]\}_k^{r_1}, \ldots, \{u_m[t \mapsto \hat{t}]\}_k^{r_m}, s_{m+1}[t \mapsto \hat{t}], \ldots, s_n[t \mapsto \hat{t}] \rangle_\eta
\]

which yields the desired result since \(t \notin \{s_1, \ldots, s_m\}\) by hypothesis.
If $k_0$ is a member of the sequence, possibly after a re-numbering, we may assume w.l.o.g. that $s_1 = k_0$, $s_2 = \{u_2\}_{k_0}^2, \ldots, s_m = \{u_m\}_{k_0}^m$ and $k_0$ does not occur in $s_{m+1}, \ldots, s_n$.

If $m = 1$, then $k_0$ has only one occurrence, as a member of the sequence and $[s_1, \ldots, s_n]_\eta \approx [k_0]_\eta \times [s_2, \ldots, s_n]_\eta$. In that case, it suffices to apply the induction hypothesis ($k \neq k_0$):

$$[s_1, \ldots, s_n]_\eta \approx [k_0]_\eta \times [s_2[t \mapsto \hat{t}], \ldots, s_n[t \mapsto \hat{t}]]$$

Otherwise, as before, by maximality of $k_0$, and since the sequence is valid, $r_2, \ldots, r_m$ are distinct and do not occur in $s_{m+1}, \ldots, s_n$. Moreover, since $u_2 = D(s_2, s_1) \downarrow$, there is no context $C$ such that $C[k_0, u_2, s_3, \ldots, s_n] \downarrow \approx k$. Hence, by induction hypothesis,

$$[k_0, u_2, s_3, \ldots, s_n]_\eta \approx [k_0, u_2[t \mapsto \hat{t}], s_3[t \mapsto \hat{t}], \ldots, s_n[t \mapsto \hat{t}]]_\eta$$

Now, $t \neq s_2$ by hypothesis, hence, $s_2[t \mapsto \hat{t}] = \{u_2[t \mapsto \hat{t}]\}_{k_0}^2$. Then, by lemma 3.6,

$$[s_1, \ldots, s_n]_\eta \approx [s_1[t \mapsto \hat{t}], \ldots, s_n[t \mapsto \hat{t}]]_\eta$$

\[ \square \]

Lemma 3.8 Assume that $(s_1, \ldots, s_n), (t_1, \ldots, t_n)$ are valid term sequences such that

- $(s_1, \ldots, s_n) \sim_3 (t_1, \ldots, t_n)$
- for every $t = \{u\}_k^r \in \mathcal{M}_0$, if $u \notin W$ and $t$ occurs in some $s_i$ (resp. some $t_i$), then there is a context $C$ such that $C[s_1, \ldots, s_n] \downarrow \approx k$ (resp. $C[t_1, \ldots, t_n] \downarrow \approx k$).

Then, $s_i \in \mathcal{N}(s_j), i \neq j$ implies $t_i \in \mathcal{N}(t_j)$.

Proof:

We prove the lemma by induction on $|s_j|$.

In the base case, $|s_j| = 1$, then $s_i = s_j$. Using EQ, it follows that $t_i = t_j$. Moreover, using $M$ (and e.g. the context $\{0\}_r^r$ for some $r \in \mathcal{R} \cap \mathcal{F}_p$), $t_i$ must be a key.

Now, for the induction step. If $s_j = \langle s_j', s_j'' \rangle$, using $M$, $t_j$ must also be a pair $t_j = \langle t_j', t_j'' \rangle$ and

$$(s_1, \ldots, s_{j-1}, s_j', s_j'', s_{j+1}, \ldots, s_n) \sim_3 (t_1, \ldots, t_{i-1}, t_j', t_j'', t_{i+1}, \ldots, t_n)$$

Moreover, either $s_i$ occurs in $s_j'$ or else $s_i$ occurs in $s_j''$. By induction hypothesis, $t_i$ is a key occurring either in $t_j'$ or $t_j''$, hence occurs in $\langle t_j', t_j'' \rangle$.

If $s_j = \{s_j'\}_{k_j}^r$, then we consider the context $D(x_j, x_i)$. Using $M$, if $s_i = k_j$, we must have $t_j = \{t_j'\}_{k_j}^r$ for some $t_j', r_j$, hence $t_i$ occurs in $t_j$. Otherwise, $s_i$ occurs in $s_j'$ and therefore $s_j \notin W$. By hypothesis, there is a context $C$ such that $C[s_1, \ldots, s_n] \downarrow \approx k_j$. Using $M$ again, $C[t_1, \ldots, t_n] \downarrow \approx k_j$ is a key and, considering the context $D(x_j, C)$, $t_j$ must be $\{t_j'\}_{k_j}^r$ for some $t_j'$. Now, $(s_1, \ldots, s_{j-1}, s_j', s_{j+1}, \ldots, s_n) \sim_3 (t_1, \ldots, t_{i-1}, t_j', t_{j+1}, \ldots, t_n)$ and, by induction hypothesis, $t_i$ occurs in $t_j'$, hence in $t_j$.

\[ \square \]
Lemma 3.9 Assume that \((G, \mathcal{E})\) is type-3 secure and \(\eta \in \mathbb{N}\). Let \((s_1, \ldots, s_n), (t_1, \ldots, t_n)\) be two valid term sequences such that, \(\forall C \in \mathcal{C}_n\), if \(C\) itself is irreducible, then \(C[s_1, \ldots, s_n]\) and \(C[t_1, \ldots, t_n]\) are irreducible. If, moreover, for all predicates \(P \in \mathcal{P}\) of arity \(k\) and all index sequences \(i_1, \ldots, i_k\), \(P^I(s_{i_1}, \ldots, s_{i_k}) \Leftrightarrow P^I(t_{i_1}, \ldots, t_{i_k})\), then \([s_1, \ldots, s_n]_{\eta} \approx [t_1, \ldots, t_n]_{\eta}\).

Proof:
The irreducibility of \(C[s_1, \ldots, s_n]\) and \(C[t_1, \ldots, t_n]\) implies that none of the terms \(t_1, \ldots, t_n\) is a pair: otherwise, take \(C = \pi_1(x_i)\) and there is a redex. Similarly, there cannot be two indices \(i, j\) such that \(s_i = \{s'_i\}_{k_i}^t\), for some term \(s'_i\); in such a case, there is a redex with the irreducible context \(D(x_i, x_j)\). A similar property holds on the sequence \(t_1, \ldots, t_n\). For similar reasons, there cannot be any \(\{u\}_{p_1}^{t_1}\) in any of the sequences, if \(k \in \mathcal{F}_P\).

We prove the lemma by induction on \(n\). The case \(n = 0\) is trivial. If one of the sequences contains two identical terms, for instance \(s_i = s_j\), then the corresponding terms in the other sequence must be equal: \(t_i = t_j\) (because they satisfy the same \(EQ\) predicates). Hence we can remove \(s_i, t_i\) and apply the induction hypothesis. Similarly, if \(s_i \in T(\mathcal{F}_P)\) for some \(i\), then \(t_i = s_i\) and we can remove the two terms from the sequences and apply the induction hypothesis.

Now, the two sequences contain only distinct keys and distinct ciphertexts. Moreover, for every \(k \in \mathcal{N}\) either \(k\) has only one occurrence, as a member of the sequence, or else there is no context \(C\) such that \(C[s_1, \ldots, s_n] \downarrow k\) (resp. \(C[t_1, \ldots, t_n] \downarrow k\)). By lemma 3.7, we may assume w.l.o.g. that every \(s_i\) and every \(t_i\) is either a key or a term in \(W\) encrypted with a key. (Formally, this follows by induction on the number of key occurrences and by transitivity of \(\approx\)).

If a key \(k\) occurs as a member of the sequence, say \(s_1 = k\), then \(k\) does not occur in any other \(s_j\). Moreover, \(t_1\) must also be a key (thanks to \(EK\) or its derived predicate \(Cipher\)), which occurs nowhere else in \(t_1, \ldots, t_n\). By induction hypothesis \([s_2, \ldots, s_n]_{\eta} \approx [t_2, \ldots, t_n]_{\eta}\), hence
\[
[s_1, \ldots, s_n]_{\eta} = [s_1]_{\eta} \times [s_2, \ldots, s_n]_{\eta} = [t_1]_{\eta} \times [s_2, \ldots, s_n]_{\eta} \approx [t_1]_{\eta} \times [t_2, \ldots, t_n]_{\eta} = [t_1, \ldots, t_n]_{\eta}
\]

Now, assume that sequences are ciphertexts only. Let \(s_1 = \{u_{1k}\}_{k_1}^{p_1}\) and consider all terms in the sequence whose encryption key is \(k_1\). For simplicity we will assume that they are indexed \(s_1, \ldots, s_r\). Since at most one key occurs in each term, \(\mathcal{N}(s_1, \ldots, s_r) \cap \mathcal{N}(s_{r+1}, \ldots, s_n) = \emptyset\). Then \(t_1\) is also a ciphertext \(t_1 = \{v_{1k}\}_{k_2}^{p_2}\) and (because of \(EK\)), \(t_2 = \{v_{2k}\}_{k_2}^{p_2}, \ldots, t_r = \{v_{rk}\}_{k_2}^{p_r}\).

Moreover, if we let \(k_0 \in \mathcal{N} \cap \mathcal{F}_P\) (which is assumed to be non-empty), for every \(i \in \{1, \ldots, r\}\), \((s_i, \{0^1(u_i, \eta)\}_{k_0}^{p_0}) \in EL^I\), hence \((t_i, \{0^1(v_i, \eta)\}_{k_0}^{p_0}) \in EL^I\), which implies \(l(u_i, \eta) = l(v_i, \eta)\) since \(0^1(v_i, \eta)_{k_0} \in T(\mathcal{F}_P)\). Finally, \(p_1, \ldots, p_r\) (resp. \(p'_1, \ldots, p'_r\)) are distinct since \(s_1, \ldots, s_r\) (resp. \(t_1, \ldots, t_r\)) are distinct and by consistency of the random number occurrences. For the same reason, and because \(s_1, \ldots, s_r\) (resp. \(t_1, \ldots, t_r\)) are ciphertexts using the same encryption key, \(p_1, \ldots, p_r\) (resp. \(p'_1, \ldots, p'_r\)) cannot occur in \(u_1, \ldots, u_r\) (resp. \(v_1, \ldots, v_r\)).

On one hand, by induction hypothesis, we have \([s_{r+1}, \ldots, s_n]_{\eta} \approx [t_{r+1}, \ldots, t_n]_{\eta}\) and, on the other hand, by lemma 3.3, we have
\[
[s_1, \ldots, s_r]_{\eta} \approx [0^1(u_{1r}, \eta)]_{k_1}^{p_1} \ldots [0^1(u_{r}, \eta)]_{k_1}^{p_r} \approx [0^1(v_{1r}, \eta)]_{k_2}^{p_1} \ldots [0^1(v_{r}, \eta)]_{k_2}^{p_r} \approx [t_1, \ldots, t_r]_{\eta}
\]
It follows, (using exercises 12 and 16) and since $\mathcal{N}(s_1, \ldots, s_r) \cap \mathcal{N}(s_{r+1}, \ldots, s_n) = \emptyset = \mathcal{N}(t_1, \ldots, t_r) \cap \mathcal{N}(t_{r+1}, \ldots, t_n)$, that

$$[s_1, \ldots, s_n]_\eta = [s_1, \ldots, s_r]_\eta \times [s_{r+1}, \ldots, s_n]_\eta \approx [t_1, \ldots, t_r]_\eta \times [t_{r+1}, \ldots, t_n]_\eta = [t_1, \ldots, t_n]_\eta$$

We fix $\sim_3$ as the symbolic equivalence corresponding to $\mathcal{F}_0$, $\mathcal{S}_0$, $\mathcal{P}_3$.

**Theorem 3.10 (Soundness)** Assume $(s_1, \ldots, s_n)$ and $(t_1, \ldots, t_n)$ are two valid sequences of terms and that the encryption scheme is type-3 secure, then

$$(s_1, \ldots, s_n) \sim_3 (t_1, \ldots, t_n) \Rightarrow [s_1, \ldots, s_n]_\eta \approx [t_1, \ldots, t_n]_\eta$$

**Proof:**

We prove, by induction on the total size of $s_1, \ldots, s_n, t_1, \ldots, t_n$ that $(s_1, \ldots, s_n) \sim_3 (t_1, \ldots, t_n)$ implies $[s_1, \ldots, s_n]_\eta \approx [t_1, \ldots, t_n]_\eta$. The base case ($n = 0$) is trivial.

If there are repetitions in the sequence: $s_i = s_j$, then, thanks to the EQ predicate, we must have also $t_i = t_j$, then we can simply remove $s_i, t_i$ from the sequences and apply the induction hypothesis.

If some $s_i$ is a pair, then the corresponding $t_i$ must also be a pair (due to predicate $M$, using a context $\pi_j(x_i)$) Let $s_i = <s'_i, s''_i>$ and $t_i = <t'_i, t''_i>$, we replace $s_i$ with $s'_i, s''_i$ and $t_i$ with $t'_i, t''_i$ in the sequences. We still get equivalent sequences since $s'_i, s''_i$ are obtained as $\pi_1(x_i)$ and $\pi_2(x_i)$ respectively. Applying the induction hypothesis, we get $[s_1, \ldots, s_{i-1}, s'_i, s''_i, s_{i+1}, \ldots, s_n]_\eta \approx [t_1, \ldots, t_{i-1}, t'_i, t''_i, t_{i+1}, \ldots, t_n]_\eta$ and we conclude by lemma 3.6.

Now, if none of the $s_i$’s are pairs, all terms in the sequences are either constants, keys or ciphertexts. According to lemma 3.7, we can also assume w.l.o.g. that, for every $t = \{u\}_k^r \in \mathcal{M}_0$, either there is a context $C$ such that $C[s_1, \ldots, s_n] \dashv k$ (resp. $C[t_1, \ldots, t_n] \dashv k$) or else $u \in \mathcal{W}$. By lemma 3.8, we have in addition that, if $s_i \in \mathcal{N}$ occurs in $s_j, j \neq i$, then $t_i \in \mathcal{N}$ occurs in $t_j$. In particular, if $s_i$ is a maximal key in the sequence $(s_1, \ldots, s_n)$, then $t_i$ is a maximal key in the sequence $(t_1, \ldots, t_n)$.

Now, either there is no irreducible context $C$ such that $C[s_1, \ldots, s_n]$ or $C[t_1, \ldots, t_n]$ is reducible, in which case we conclude by lemma 3.9, or else there is an irreducible context such that $C[s_1, \ldots, s_n]$ contains a redex. Such a redex must be an instance of the rule $D(\{x\}_k^r, y) \rightarrow x$: there are terms $s_i, s_j, s'_j$ such that $s_j = \{s'_j\}_k^r$ and $s_i = k$. Moreover, we can always choose $k$ to be maximal, among the keys occurring as some $s_j$. Then $k$ is maximal among all keys occurring in $s_1, \ldots, s_n$: the only possible occurrences of a larger key $k'$ would be as $s'_i = \{u\}_k^r$ and $k'$ itself is not a member of the sequence. But, in that case, we assumed $u$ constant, hence $k'$ cannot be larger than $k$. Now, as noticed above, $t_i$ must also be a maximal key in the sequence $(t_1, \ldots, t_n)$. Applying the context $D(x_j, x_j)$ to both sequences, and thanks to the $M$ predicate, $t_j = \{t'_j\}_k^r$. Next, we replace $s_j$ with $s'_j$ and $t_j$ with $t'_j$; we get again equivalent sequences and, by induction hypothesis, $[s_1, \ldots, s_{j-1}, s'_j, s_{j+1}, \ldots, s_n]_\eta \approx [t_1, \ldots, t_{j-1}, t'_j, t_{j+1}, \ldots, t_n]_\eta$. Hence

$$[s_1, \ldots, s_{j-1}, s'_j, s_{j+1}, \ldots, s_n]_\eta \approx [t_1, \ldots, t_{j-1}, t'_j, t_{j+1}, \ldots, t_n]_\eta.$$
Finally, apply lemma 3.6 with encryption for $f$ and since, by maximality of the keys $t_i$ and $s_i$, the random numbers $r_j, r'_j$ occur only once in the sequence. □

There are various ways of relaxing the conditions on key cycles, as shown below.

**Exercise 23**

Instead of defining an ordering on keys, we define a relation on pairs $(k, r)$ as the smallest reflexive and transitive relation such that:

\[(k, r) \leq_{(s_1, \ldots, s_n)} (k', r') \quad \text{if} \quad \exists i. \exists s'_i, s_i = \{s'_i\}_{k'} \text{ and } (k \in \mathcal{N}(s'_i) \text{ or } r \in \text{Coins}(s'_i))\]

1. Show that, if $(s_1, \ldots, s_n)$ is valid, then the above relation is an ordering.
2. Show that the distinctness of $n_1, \ldots, n_m$ is an unnecessary hypothesis of lemma 3.2.
3. Show that the previous results hold if we only assume that the above relation is an ordering (instead of the hypothesis that sequences are valid).

**Exercise 24**

Now we replace the definition of $k \leq_{(s_1, \ldots, s_n)} k'$ with the smallest reflexive and transitive relation such that:

\[k \leq_{(s_1, \ldots, s_n)} k' \quad \text{if} \quad \exists i. \exists s'_i, \exists r_i, s_i \vdash \{s'_i\}_{k'} \text{ and } s'_i \vdash k\]

where $\vdash$ is the deduction relation defined by: $t_1, \ldots, t_n \vdash u$ iff there is a context $C$ such that $C[t_1, \ldots, t_n] \xrightarrow{S} u$.

Show that $\preceq_{(s_1, \ldots, s_n)} \subseteq \leq_{(s_1, \ldots, s_n)}$ and yet that replacing $\leq$ with $\preceq$ in definition 3.5, the theorem 3.10 still holds.

### 3.4 Other security levels

Theorem 3.10 is established for a particular symbolic equivalence and a type-3 secure symmetric encryption scheme. If we switch to type-0,1,2 security, we have similar results, using also similar proofs. We indicate below, in each case, what changes in the symbolic equivalence and in the proofs.

The results and proofs can also be easily extended to other primitives under various assumptions: see section 6.

#### 3.4.1 Type-2

This level of security assumes some padding of messages, so that the encryption scheme is length-concealing. More precisely, all definitions are identical to type-3 security, except that the oracles in the definition of advantage (definition 2.3) now return the encryption (of $x$ or $y$) even when $x, y$ do not have the same length.

We define then a slightly different symbolic equivalence: we simply remove $EL$ from $P_3$. Let $\sim_2$ be the resulting equivalence.

**Theorem 3.11** Assume that $(s_1, \ldots, s_n)$ and $(t_1, \ldots, t_n)$ are two valid sequences of terms and that the encryption scheme is type-2 secure, then

\[(s_1, \ldots, s_n) \sim_2 (t_1, \ldots, t_n) \Rightarrow [s_1, \ldots, s_n]_{\eta} \approx [t_1, \ldots, t_n]_{\eta}\]
Proof:
(sketch) we only indicate what changes in the soundness proof for type-3 secure encryption schemes. First, we prove an analog of lemma 3.1: if \( u \in \mathcal{M}_0 \) and \( \mathcal{N}(u) \cup \text{Coins}(u) \subseteq \text{Dom}(\tau) \) and \( k, n \notin \text{Dom}(\tau) \) and \((G, E)\) is type-2 secure, then \( \{u\}^n_k \approx \{0\}^n_k \). Only the exponent \( l(u, \eta) \) has been removed.

The proof of this lemma works the same way as the proof of lemma 3.1: we reason by contradiction and build an adversary, who will break the level-2 security of the encryption scheme.

Analogs of lemmas 3.2, 3.3, 3.4 follow. Lemma 3.6 is independent of the security level. Lemma 3.7 only depend on the rewrite systems and lemma 3.4. Lemma 3.8 and its proof only use the predicates \( \text{EQ} \) and \( \text{M} \). Only the proof of lemma 3.9 has to be modified and, actually, simplified: we replace in the proof all occurrences of symbols \( l(u, \eta) = l(v, \eta) \), which are no longer relevant in the absence of boxes.

Finally, the proof of theorem 3.10 is unchanged: it only relies on the form of rules in \( S \), the predicate \( \text{M} \) and the predicate \( \text{EQ} \). and previous lemmas.

□

3.4.2 Type 1

We rely here on the definition 2.7. We keep the same definition of equivalence, removing however \( \text{EK} \) from \( P_3 \) and adding a unary predicate \( \text{Cipher} \), which is interpreted as the subset of \( M^1 \) of messages which are ciphertexts.\(^5\) We let \( \sim_1 \) be the resulting equivalence.

Lemmas 3.1, 3.2, 3.3 also hold in this setting. We need however a stronger property:

**Lemma 3.12** Let \( u_1, \ldots, u_m \in \mathcal{M}_0 \) be such that \( \mathcal{N}(u_1, \ldots, u_m) \cup \text{Coins}(u_1, \ldots, u_m) \subseteq \text{Dom}(\tau) \) and \( k_1, \ldots, k_m, n_1, \ldots, n_m \notin \text{Dom}(\tau) \). If \((G, E)\) is type-1 secure, then

\[
\{u_1\}^{n_1}_{k_1}, \ldots, \{u_m\}^{n_m}_{k_m} \approx \{0\}^{n_1}_{k_1}, \ldots, \{0\}^{n_m}_{k_m}
\]

**Proof:**
(sketch) We prove first the lemma when \( k_1 = \ldots = k_s \) and \( k_{s+1} = \ldots = k_m \).

By contradiction, we assume that the two distributions can be distinguished by a machine \( A_1 \), which gets a significant advantage \( \epsilon_{A_1}(\eta) \). Let \( A_2 \) be the two-oracles \( (f_1, f_2) \) machine with input \( \eta \) defined by:

1. for \( i = 1, \ldots, m \) draw \( x_i \) from \( \{u_i\}^r_\eta \)

2. draw \( n_1, \ldots, n_m \), the random inputs for the oracles.

3. for \( i = 1, \ldots, s \) call \( f_1 \) on input \( x_i \) and store the result in \( y_i \)

4. for \( i = s + 1, \ldots, m \), call \( f_2 \) on input \( x_i \) and store the result in \( y_i \)

\(^5\)We actually only need to distinguish between ciphers and keys. If the length of a cipher is longer than the length of the corresponding plaintext, we do not need this additional predicate
simulate the machine \( A_1 \) with input \((y_1, \ldots, y_m, \eta)\).

We claim that \( \text{ADV}_{A_2}^1(\eta) = \epsilon_{A_1}(\eta) \). Hence a contradiction with type-1 security. It follows that the lemma is proved when there are exactly two distinct elements in the sequence \( k_1, \ldots, k_n \).

Now, let us prove the lemma by induction on \( m \). When \( m = 1 \), it is lemma 3.1. Assume \( m > 1 \). If \( k_1 = \ldots = k_m \), then it is lemma 3.2. If there are at least two distinct keys, assume \( k_1 = \ldots = k_s \) and \( k_1 \notin \{k_{s+1}, \ldots, k_m\} \) \((m > s)\). Since \( \mathcal{N}(u_1, \ldots, u_m) \cup \text{Coins}(u_1, \ldots, u_m) \subseteq \text{Dom}(\tau) \),

\[
[u_1, \ldots, u_m]_\eta = [u_1, \ldots, u_s]_\eta \times [u_{s+1}, \ldots, u_m]_\eta
\]

We now apply the induction hypothesis and the independence of distributions backwards:

\[
[u_1, \ldots, u_m]_\eta \approx [u_1, \ldots, u_s]_\eta \times \{0^{(u_{s+1}, \eta)}j_k^{n_{s+1}}, \ldots, 0^{(u_m, \eta)}j_k^n\}_\eta
\]

and use the case of two distinct keys to conclude.

As before, lemmas 3.6 and 3.7 hold for security levels 3 and upwards. Lemma 3.8 only rely on \( M, EQ \). While lemma 3.12 is slightly more complex than for the type-3 case, the analog of lemma 3.9 for type-1 security is much easier to prove, relying on lemma 3.12. We still start by reducing the general case to the case of ciphertexts sequences (this requires \( \text{Cipher}, EQ \) only). Then, we can simply apply the above lemma and assume that all maximal keys occur only once. Then split the distribution into products on both sides; we use \( EL \) in the base case only, applying lemma 3.1. Then we get the following theorem (using the same proof as in theorem 3.10):

**Theorem 3.13** Assume that \((s_1, \ldots, s_n)\) and \((t_1, \ldots, t_n)\) are two valid sequences of terms and that the encryption scheme is type-1 secure, then

\[(s_1, \ldots, s_n) \sim_1 (t_1, \ldots, t_n) \Rightarrow [s_1, \ldots, s_n]_\eta \approx [t_1, \ldots, t_n]_\eta\]

### 3.4.3 Type 0

Now we assume type-1 security and length-concealing. We consider again the same equivalence relation, in which predicates are now \( P = \{M, EQ, \text{Cipher}\} \): we do not have \( EL \) nor \( EK \). This defines a symbolic relation \( \sim_0 \).

**Theorem 3.14** Assume that \((s_1, \ldots, s_n)\) and \((t_1, \ldots, t_n)\) are two valid sequences of terms and that the encryption scheme is type-0 secure, then

\[(s_1, \ldots, s_n) \sim_0 (t_1, \ldots, t_n) \Rightarrow [s_1, \ldots, s_n]_\eta \approx [t_1, \ldots, t_n]_\eta\]

In this case, the proof is much simpler: many parts of previous proofs can be removed.

**Proof:**

(sketch) We follow the proof of theorem 3.13, in particular the proof of lemma 3.12, replacing the expressions \( 0^\alpha \), \( 0^{(\alpha, \eta)} \) with 0. \( EL \) was used only in the simplified version of lemma 3.9, and only in deriving identities on lengths, which are useless now. \( \square \)
3.4.4 Decryption-confusing encryption schemes

In all above security assumptions, we kept $M$ in the predicate symbols since nothing guarantees that an attacker cannot decide whether a decryption succeeds or not. For the completeness results of next sections, we will require the implementability of $M$, which might not be the case for some encryption schemes: it might be the case that an adversary cannot decide whether its decryption attempt succeeded or not. Typical examples are AES or DES schemes.

We define $[D(s, t)]_{\eta}^\tau$ as:

1. draw all keys in $\mathcal{N}(s, t) \setminus \text{Dom}(\tau)$, according to the distribution $G_\eta$
2. draw all random numbers in $\text{Coins}(s, t) \setminus \text{Dom}(\tau)$ according to the uniform distribution.
3. The two previous steps yield, together with $\tau$, an assignment $\tau'$ whose domain contains $\mathcal{N}(s, t) \cup \text{Coins}(s, t)$.
4. Apply the function $D$ to $[s]_{\eta}^\tau$ and $[t]_{\eta}^\tau$. This function returns a special bitstring $\bot$ in case it is not defined on the sample input.

Intuitively, an encryption scheme is decryption confusing if $[D(\{k_1, k_2, k_3\})]_\eta \approx [k_1]_\eta$ for any distinct names $k_1, k_2, k_3$. I.e. if the plaintext is chosen randomly, then we cannot distinguish between a successful decryption and a failure. More generally, we must have $[D(\{x\}_{k_1}^{r_{k_2}}, k_2)]_\eta \approx [\{x\}_{k_1}^{r_{k_2}}, k_2]_\eta$ (Note that this is exactly the example of [32].) Since we cannot assume that encryption is the inverse of decryption (this holds only for deterministic encryption), we must state the definition on ciphertexts instead. Finally, since encryption of random number should not be distinguishable from random numbers, this yields the following (minimal) definition:

**Definition 3.15** An encryption scheme is decryption confusing if:

1. for every name $k$, $[\{0^n\}_{k}]_\eta \approx [k]_\eta$
2. for every $x \in M_0$ and every $k_1, k_2 \in \mathcal{N} \setminus \mathcal{N}(x)$ such that $k_1 \neq k_2$,
   $$[\{\{x\}_{k_1}^{r_1}, k_2\}]_\eta \approx [\{x\}_{k_1}^{r_1}, k_2]_\eta$$

As shown below, this implies what we want:

**Lemma 3.16** If the encryption scheme is decryption confusing, then

1. for every distinct names $k_1, k_2$,
   $$[D(k_1, k_2), k_2]_\eta \approx [k_1, k_2]_\eta \approx [\{k_1\}_{k_2}^{r}, k_2]$$
2. For any term $x$ not containing projection symbols, and for any names $k_1, k_2 \in \mathcal{N}$ such that $k_1 \neq k_2$, and $k_1, k_2 \notin \mathcal{N}(x)$,
   $$[D(\{x\}_{k_1}^{r_{k_2}}, k_2)]_\eta \approx [\{x\}_{k_1}^{r_{k_2}}, k_2]_\eta \approx [\{\{x\}_{k_1}^{r_{k_2}}\}_{k_2}]_\eta$$

**Exercise 25 (3)**

Prove the above lemma.
Comments:

- There are possible weaker assumptions about decryption confusion, yielding however much weaker soundness results.
  For instance, in [12] there is a soundness proof for one-time pad, which only works if each key appears at most once in the term sequences.

- The definition implies that encryption and decryption are length preserving, as shown by lemma 3.16.

- In the context of decryption-confusing schemes, the hierarchy type-0,...,type-3 is irrelevant: encryption is length preserving, hence not hiding the length and it is always which-key concealing (otherwise we could implement the success of a decryption using $E_K$). Hence, we consider here only type-1 encryption schemes.

- If the encryption is deterministic, then we must add the identity $\{D(x, k)\}_k = x$ since applying the context $\{D(x_1, x_2)\}_{x_2}$ to $\{k_0\}_k, k$ and $\{k_0\}_{k_1}, k_2$ should give the same result.

- In [13] consider, as an application of general results, the case of encryption schemes, which are decryption confusing. They assume moreover that the encryption scheme is deterministic and that $\{D(x, k)\}_k = x$. Messages are lists of blocks, each block having the same length. The number of blocks can be observed as well as equality of each block. They show a soundness result, assuming type-1 security and also IND-CCA1. This last assumption is due to the presence (which they allow) of decryption commands in the messages.

- In the second part, we essentially replace a name with any ciphertext. This extends the indistinguishability to messages of length larger than $\eta$. Typically, this is satisfied by block-ciphers (CBC or ECB).

  Also, the definition does not seem to be vacuous, as AES and DES seem to satisfy the decryption-confusing assumption.

In what follows here, we assume a type-1 decryption-confusing encryption scheme.

The symbolic equivalence includes three predicates $El$ and $Eq$, $m$ which are interpreted in a slightly different way as before since, now, decryption can not fail. $m$ is interpreted as the set of terms, which do not contain projection symbols. $El$ is interpreted as the set of pairs of terms whose lengths are identical, where the length $L$ is defined by:

$$
\begin{align*}
L(k) &= S & \text{For } k \in \mathcal{N} \\
L(c) &= S & \text{for any constant } c \\
L(D(x, k)) &= L(x) \\
L(\{x\}_k) &= L(x) \\
L(<x, y>) &= L(x) + L(y)
\end{align*}
$$

$S$ is an integer constant, used only for the purpose of this definition. Also, we assume $L(c) = S$ for every constant, for simplicity, which means that $W$ is now restricted to words whose length is a multiple of $S$. We can think of $S$ as the length of a block in a block cipher encryption scheme.

$Eq$ is interpreted as equality on the terms that are in $m$. The rewrite system is unchanged. This defines a symbolic equivalence $\sim_c$. 
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Exercise 26
Show that the following sequences are (symbolically as well as computationally) distinguishable:

1. \(\{\{< 0, k_0 >\}_{k_1}^r, k_2, k_1\}\) and \(\{\{< 1, k_0 >\}_{k'_1}^r, k'_2, k'_1\}\)

2. \(\{\{< 0, k_0 >\}_{k_2}^r, k_2, k_1\}\) and \(\{\{< 1, k_0 >\}_{k'_1}^r, k'_2, k'_1\}\)

3. \(\{k_0\}_{k'_1}^r, k_1, \{< k_2, k_3 >\}_{k'_1}^r\) and \(\{k'_0\}_{k'_1}^r, k'_2, \{< k'_2, k'_3 >\}_{k'_1}^r\)\)

Where \(0\) and \(1\) are sequences of 0’s and 1’s respectively, of the same appropriate length.

Exercise 27
Show that the following are symbolically equivalent:

1. \(\{\{< 0, k_0 >\}_{k_3}^r, k_2, k_1\}\) and \(\{\{< 1, k_0 >\}_{k'_2}^r, k'_1, k'_2\}\)

2. \(\{k_0\}_{k'_1}^r, k_1, \{< \{k_3\}_{k'_2}^r\}^r\) and \(\{k'_0\}_{k'_1}^r, k'_2, \{< \{k'_3\}_{k'_2}^r\}^r\}\)

Valid sequences are defined as before: sequences of messages in \(\mathcal{M}_0\) (in particular not containing decryption symbols) with a consistent use of random numbers and no key-cycle.

Let \(s_1, \ldots, s_n\) be a valid sequence of terms in \(\mathcal{M}_0\). \(t\) is deducible from \(s_1, \ldots, s_n\) if there is a context \(C\) such that \(C[s_1, \ldots, s_n] \vdash t\). We let \(ST(s_1, \ldots, s_n)\) be the set of subterms of \(s_1, \ldots, s_n\) and \(RT(s_1, \ldots, s_n)\) be the set of subterms of \(s_1, \ldots, s_n\) of the form \(\{w\}_k^r\) with \(w \in \mathcal{W}\) and \(k\) not deducible from \(s_1, \ldots, s_n\). Also, following the terminology of [13], a term sequence \((s_1, \ldots, s_n)\) is transparent if, for any \(k \in \mathcal{N}(s_1, \ldots, s_n)\), either there is a context \(C\) such that \(C[s_1, \ldots, s_n] \vdash k\) or else \(k\) only occurs in \(RT(s_1, \ldots, s_n)\).

If \((s_1, \ldots, s_n)\) is a valid sequence, let \(\sqsubseteq_{(s_1, \ldots, s_n)}\) be defined by:

\[
s \sqsubseteq_{(s_1, \ldots, s_n)} t \quad \text{iff} \quad s = t \quad \text{Or} \quad t = t_1 t_2 > \quad \text{and either} \quad s \sqsubseteq_{(s_1, \ldots, s_n)} t_1 \quad \text{or} \quad s \sqsubseteq_{(s_1, \ldots, s_n)} t_2 \quad \text{Or} \quad t = \{t_1\}_{k_1}^r \quad \text{and} \quad s \sqsubseteq_{(s_1, \ldots, s_n)} t_1 \quad \text{and} \quad t \notin RT(s_1, \ldots, s_n)
\]

Lemma 3.17 Assume a decryption-confusing type 1 encryption scheme. Let \((s_1, \ldots, s_n)\) be a transparent sequence such that

1. \(s_1, \ldots, s_n\) are names or ciphertexts

2. \(\mathcal{W} \cap ST(s_1, \ldots, s_n) = \mathcal{W} \cap ST(RT(s_1, \ldots, s_n))\): the only occurrences of \(w \in \mathcal{W}\) in the sequence are in expressions \(\{w\}_k^r\) where \(k\) is not deducible.

3. for any \(u, v, < u, v > \notin ST(s_1, \ldots, s_n)\)

4. for every \(i \neq j\), \(s_i \sqsubseteq_{(s_1, \ldots, s_n)} s_j\)

Then

\[
[s_1, \ldots, s_n]_\eta \approx [\{0^{l(s_1, \eta)}\}_{k_1}^r, \ldots, \{0^{l(s_n, \eta)}\}_{k_n}^r]_\eta
\]

where \(k_1, \ldots, k_n \in \mathcal{N}\) are distinct and \(r_1, \ldots, r_n\) are distinct.
Proof:
We proceed by induction on $|s_1| + \ldots + |s_n|$. In the base case, $n = 1$ and $s_1 \in \mathcal{N}$ and this is a consequence of definition 3.15.

If there is no key in the sequence, this is a consequence of lemma 3.12 (with $u_i = 0^i$).
If there is a key in the sequence, which occurs nowhere else, then we can simply break the distribution as a product distribution and apply the induction hypothesis.

Now, assume that $s_1 \in \mathcal{N}$ (hence $L(s_1, \eta) = S$) and $s_2 = \{s'_2\}_{s_1}^{r_1}$. From the last hypothesis of the lemma, $r_1$ has only one occurrence in the sequence. Moreover, $s_1, s'_2, s_3, \ldots, s_n$ satisfy the same hypotheses as $s_1, \ldots, s_n$: we can apply the induction hypothesis, using also $L(s_2, \eta) = L(s'_2, \eta)$:

$$[s_1, x'_2, s_3, \ldots, s_n]_{\eta} \approx \{0_l(s_1, \eta)\}^{r_1}_{k_1}, \ldots, \{0_l(s_n, \eta)\}^{r_n}_{k_n}$$

By definition 3.15 and since the keys $k_1, \ldots, k_n$ are distinct and $r_1, \ldots, r_n$ are distinct,

$$[s_1, s'_2, s_3, \ldots, s_n]_{\eta} \approx [k_1, k_1, \{0_l(s_2, \eta)\}^{r_2}_{k_2}, \ldots, \{0_l(s_n, \eta)\}^{r_n}_{k_n} \eta]$$

By lemma 3.6,

$$[s_1, s_2, \ldots, s_n]_{\eta} \approx [k_1, \{0_l(s_2, \eta)\}^{r_2}_{k_2}, \ldots, \{0_l(s_n, \eta)\}^{r_n}_{k_n} \eta]$$

Now, using the second property in the definition 3.15: $[k_1, \{0_l(s_2, \eta)\}^{r_2}_{k_2}, \ldots, \{0_l(s_n, \eta)\}^{r_n}_{k_n} \eta] \approx [k_1, \{0_l(s_2, \eta)\}^{r_2}_{k_2} \eta]$

and since $k_1, k_2$ occur nowhere else in the right sequence, we get

$$[s_1, s_2, \ldots, s_n]_{\eta} \approx [k_1, \{0_l(s_2, \eta)\}^{r_2}_{k_2}, \ldots, \{0_l(s_n, \eta)\}^{r_n}_{k_n} \eta]$$

Hence the result by yet another use of the first part of the definition and independence of distributions. 

When $s_i \subseteq (s_1, \ldots, s_n)$ $s_j$ and $s_1, \ldots, s_n$ is a transparent sequence, there are special contexts allowing to access the appropriate subterm of $s_j$: let the direct-access contexts w.r.t. a variable $x$ be the smallest set such that $x$ is a direct access context and if $C$ is a direct-access context w.r.t. $x$ and $C'$ is any context, then $D(C[x, x_1, \ldots, x_n], C'[x, x_1, \ldots, x_n])$, $\pi_1(C[x, x_1, \ldots, x_n])$, $\pi_2(C[x, x_1, \ldots, x_n])$ are direct access contexts w.r.t. $x$. In other words, direct access contexts decompose their first argument (initially $x$) at every evaluation step.

**Lemma 3.18** If $s_1, \ldots, s_n$ is a transparent sequence, $s_i \subseteq (s_1, \ldots, s_n)$ $s_j$, then there is a direct access context $C[x_1, \ldots, x_n]$ w.r.t. $x_j$ such that $C[s_1, \ldots, s_n] \models s_i$.

**Proof:**
(Sketch) Let $s_i = s_j|_p$. We prove the lemma by induction on the size of $p$. 

**Lemma 3.19** If $(s_1, \ldots, s_n)$ and $(t_1, \ldots, t_n)$ are valid transparent sequences of terms and $(s_1, \ldots, s_n) \sim_c (t_1, \ldots, t_n)$, then $s_i \subseteq (s_1, \ldots, s_n)$ $s_j$ implies $t_i \subseteq (t_1, \ldots, t_n)$ $t_j$. 
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Proof:
By induction on \(|s_j|\): if \(|s_j| = 1\) then \(s_i \sqsubseteq (s_1, \ldots, s_n)\) \(s_j\) implies \(s_i = s_j\), then, using Eq, \(t_i = t_j\), hence \(t_i \sqsubseteq (s_1, \ldots, s_n)\) \(t_j\).

If \(s_j = (s'_j, s''_j)\), then (by \(m\)) \(t_j\) is a pair \(t'_j, t''_j\) and

\[
(s_1, \ldots, s_{j-1}, s'_j, s''_j, s_{j+1}, \ldots, s_n) \sim_c (t_1, \ldots, t_{j-1}, t'_j, t''_j, t_{j+1}, \ldots, t_n)
\]

Either \(s_i \sqsubseteq (s_1, \ldots, s_n)\) \(s'_j\) or \(s_i \sqsubseteq (s_1, \ldots, s_n)\) \(s''_j\) and, in both cases, we conclude by induction hypothesis.

If \(s_j = \{s'_j\}_{k'_j}\). In that case, \(s_i \sqsubseteq (s_1, \ldots, s_n)\) \(s'_j\). Since the sequence is transparent, according to lemma 3.18, there is a direct access context \(C_0\) w.r.t. \(x_j\) such that \(C_0[s_1, \ldots, s_n] \downarrow = s_i\). In addition, according to the definition of direct-access-contexts,

\[C_0 = C_1[D(x_j, C_2[x_1, \ldots, x_n]), x_1, \ldots, x_n]\]
where \(C_1[x, x_1, \ldots, x_n]\) is a direct-access context w.r.t. \(x\); \(C_1[s'_j, s_1, \ldots, s_n] \downarrow = s_i\). Now, by Eq, we must have

\[C_0[t_1, \ldots, t_n] \downarrow = t_i\]

In particular, there is no occurrence of decryption symbols in \(C_0[t_1, \ldots, t_n] \downarrow\). This implies that \(D(t_j, C_2[t_1, \ldots, t_n]) \downarrow = t'_j \in M_0\), hence \(t_j = \{t'_j\}_{k'_j}\). We then apply the induction hypothesis to the sequences \((s'_j, s_1, \ldots, s_n)\) and \((t'_j, t_1, \ldots, t_n)\). Since \(s_i \sqsubseteq (s_1, \ldots, s_n)\) \(s'_j\), we have \(t_i \sqsubseteq (t_1, \ldots, t_n)\) \(t'_j \sqsubseteq (t_1, \ldots, t_n)\) \(t_j\).

\[\square\]

Theorem 3.20 Assuming the encryption scheme is type-1 secure and decryption confusing, if \(s_1, \ldots, s_n\) and \(t_1, \ldots, t_n\) are valid sequences, then

\[(s_1, s_2, \ldots, s_n) \sim_c (t_1, \ldots, t_n) \Rightarrow \[s_1, \ldots, s_n]\eta \approx \[t_1, \ldots, t_n]\eta\]

Proof:
(skech) Note that lemmas 3.12, 3.7 also hold in this framework (they do not use the predicate symbols).

We proceed by induction on \(|s_1| + \ldots + |s_n| + |t_1| + \ldots + |t_n|\). As in previous results, using Eq and \(m\), we reduce the general case to the case where \(s_1, s_2, \ldots, s_n, t_1, \ldots, t_n\) are distinct keys or ciphertexts. Using lemma 3.7, we can also assume that the sequences are transparent.

In summary, we want to eventually apply lemma 3.17. In all situations in which this lemma does not apply, we have a way to distinguish the success of description by comparing with other members of the sequence. Then we may decompose the sequences, apply the induction hypothesis and reconstruct the sequences in that cases, as we did in the proof of theorem 3.10.

If \(s_j \sqsubseteq (s_1, \ldots, s_n)\) \(s_j\) for some \(i \neq j\) (and \(s_i \notin \mathcal{W}\)), by lemma 3.19, \(t_i \sqsubseteq (t_1, \ldots, t_n)\) \(t_j\). Let us assume for instance \(s_1\) \(p = s_2\) and therefore \(s_1 = \{s'_1\}_{k'_1}\) with \(s_2 \sqsubseteq (s_1, \ldots, s_n)\) \(s'_1\). We also assume w.l.o.g. that \(s_1\) is maximal w.r.t. \(\sqsubseteq (s_1, \ldots, s_n)\), in which case \(t_1\) is also maximal w.r.t. \(\sqsubseteq (t_1, \ldots, t_n)\), thanks to lemma 3.19. Moreover, thanks to lemma 3.18 (and using Eq), \(t_1 = \{t'_{1j}\}_{k'_{1j}}\) and
We then apply the induction hypothesis replacing $s_1$ with $s_1', k_1$ and $t_1$ with $t_1', k_1'$; $k_1, k_1'$ are deducible from their respective sequences since the sequences are transparent, hence we get equivalent sequences. Then, since $t_1$ and $s_1$ are maximal in their respective sequences and since the terms are distinct, $r_1$ and $r_1'$ can only occur once in the sequences. We use now lemma 3.6 to reconstruct the original sequences and get the result.

The other cases: there is a $w \in W \cap ST(s_1, \ldots, s_n)$ and $w \notin ST(RT(s_1, \ldots, s_n))$, and for some $<u, v>$ and some $i, <u, v> \sqsubseteq (s_1, \ldots, s_n)$ $s_i$ are similar: we decompose the appropriate $s_i$, making sure that the corresponding decryption of $t_i$ is successful, since it is along the path of a testable term.

Finally, if we are not in any of the above cases, we conclude by lemma 3.17.

### 3.4.5 Summary

Let us summarize the soundness results we got so-far:

<table>
<thead>
<tr>
<th>security level</th>
<th>type 3</th>
<th>type 2</th>
<th>type 1</th>
<th>type 0</th>
<th>decryption-confusing</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{P}$ contains at most $M, EQ, EK, EL$</td>
<td>$M, EQ, EK$</td>
<td>$M, EQ, EK$</td>
<td>$M, EQ, Cipher$</td>
<td>$M, EQ, Cipher$</td>
<td>$m, Eq, El$</td>
</tr>
</tbody>
</table>

### 3.5 Discussion

#### 3.5.1 Key cycles

The question of key-cycles is a relevant question, as they may naturally appear, for instance when group keys are used. There are several questions, which are not yet solved (or at least unclear):

1. The example of exercise 18 shows that self encryption is still forbidden. But what about longer key-cycles?

2. We could take key-cycles into account at the symbolic level, simply adding some power to the symbolic attacker. This is probably the best approach since, when we will come to active attacks, or even when the attacker builds contexts, we cannot simply assume that the adversary refrains from building key cycles.

   But it is unclear what we should put here. For instance, can we infer $k$ from a key cycle $\{k\}_k$? As the example suggests, this should be possible, at least for some encryption schemes. What about other key cycles?

3. We have seen that the condition that $k$ should not occur in $u$ when $u$ is encrypted with $k$ can be relaxed to $[<u, k>]_\eta \approx [[u]_{k'}]_\eta$ for $k' \notin \mathcal{N}u$. This is further expanded in exercise 30, which gives a generalisation of theorem 3.10 including key cycles. Can we do better?
3.5.2 Hypotheses on $R$

In the proof of theorem 3.10, we rely on the particular definition of $R$. However, this can be abstracted a bit:

- We must show that any reduction on the first sequence can be simulated by a reduction on the second sequence. This is actually only implied by the orthogonality of $R$: Assume that there is an irreducible context $C$ such that $C[s_1, \ldots, s_n] = l\sigma$ for some lhs $l$ of $R$. And, since $C$ is irreducible, there is a non variable subterm of $l$, say $l_1$ such that $l_1\sigma = s_i$. Moreover, by orthogonality, either $C[t_1, \ldots, t_n] = l\sigma$ or else $C[t_1, \ldots, t_n] = l\theta$.

- Second, we used an induction, whose base case is lemma 3.9 and induction step is derived from lemma 3.6. We need only to consider any well-founded ordering (and its multiset extension) such that, if $C[s_1, \ldots, s_n] = l\sigma$ for some irreducible context and irreducible $s_1, \ldots, s_n$, then there are contexts $C_1, \ldots, C_m$ such that, for every $j$, $C_j[s_1, \ldots, s_m] = l_j\sigma_j$ and there is an index $i$ such that
  1. $\forall j = 1 \ldots m, s_i > r_j\sigma_j$
  2. $\exists C' \subseteq C, s_i = C'[s_1, \ldots, s_i-1, r_1\sigma_1, \ldots, r_m\sigma_m, s_{i+1}, \ldots, s_n] \downarrow$

- For the base case (lemma 3.9), we rely more heavily on the particular instance of our problem: that is the only place where we actually use the set $P_3$ (except that, in the theorem, we assumed $EQ$ in the set of predicates). On the other hand, this lemma holds for a much more general family of rewrite systems $R$: we used only the fact that, for $\eta$ sufficiently large, there is at least one bitstring of length $l(u, \eta)$ which does not occur as a member of $R$.

3.5.3 Relevance of other hypotheses

Is it relevant to assume that the length of $\{u\}_k$ only depend on the length of $u$ and the length of $k$? If not, how should we modify the proof?

Is the “same-key” predicate relevant? It implies for instance that ciphertexts can be distinguished from random sequences of the appropriate length. An alternative is to put such a typing predicate instead.

3.5.4 Composed keys

In [28], the case of composed keys is considered and a result extending [4] is proposed. The computational interpretation of composed keys must however use a random oracle: the composed keys are simply redistributed according to a uniform distribution, hiding their possible relationships.

It seems difficult to avoid the random oracle in case of compound keys, as shown by the following
Exercise 28

Assume that $(G, \mathcal{E})$ is a type-0 secure encryption scheme. Construct another type-0 secure encryption scheme and a term $u$ not containing $k_1$ such that, for names $k_1, k_2, k_3$, $[[\{k_1\}_u, k_2, k_1]] \not\approx [[\{k_1\}_u, k_2, k_3]]$.

Either the encryption scheme has to hide the structure of the key (this is the approach of [28]) or the symbolic equivalence has to distinguish between keys that have a shared structure. The latter has not been investigated so far. Is it worth to investigate?
4 Completeness

Completeness states that computational indistinguishability implies symbolic equivalence. This means that, in the set of predicates and in the rewrite system, we only put predicates and computations that can be performed by an adversary.

If we put “same key” as a predicate in the symbolic equivalence, then the encryption scheme must not conceal the keys: it should be possible for an adversary, given two cyphertexts, to decide if they are encrypted with the same key.

To get both soundness and completeness, must know the exact level of security of the encryption scheme. Typically, we prove here that, if the encryption scheme is not type-1 secure and not type 2 secure, then the completeness result holds. We need also to be able to implement the partial functions in $F_P$: retrieve the two components of a pair for instance.

For completeness, we do not need any hypotheses on key-cycles or level of security... The sequences $s_1, \ldots, s_n$ and $t_1, \ldots, t_n$ may be non-valid sequences. In that case, we need of course to have a computational interpretation of decryption of any bit-string with any bit-string (possibly yielding a special failure notice) and, more generally, an interpretation of any function symbol in $F_P$ and any predicate symbol in $P$.

4.1 Computational algebras and computational structures

Definition 4.1 A $\mathcal{F}, \mathcal{F}_P, \mathcal{P}$-computational algebra consists of

- for each $f \in \mathcal{F}_P$ a Polynomial Time deterministic Turing machine $[f]^A$ with as many entries as the arity of $f$,
- for each $f \in \mathcal{F} \setminus (\mathcal{F}_P \cup \mathcal{N} \cup \mathcal{R})$, a function $[f]^A$ from bitstrings to bitstring, with as many entries as the arity of $f$.
- for each $P \in \mathcal{P}$, a Polynomial Time deterministic Turing machine $[P]^A$ with as many entries as the arity of $P$ and output 0/1

In this definition, $[f]^A, [P]^A, \ldots$ are not randomized since they get an explicit argument for the possible random input. But we can also allow them to be PPT and possibly hide some random input.

Given a computational algebra $A$, for every $s \in \mathcal{M}$ and $\eta \in \mathbb{N}$ and $\tau$ an assignment of $\mathcal{N}(s) \cup \text{Coins}(s)$, $[s]_\eta^{A,\tau}$ is defined by induction on the structure of $s$: a computational algebra is a $\mathcal{F}$-algebra. This generalizes the definition of computational interpretation of terms of section 3.1: $[s]_\eta^A$ is the distribution obtained by first drawing keys and coins (according to the appropriate distributions depending on $\eta$), yielding an interpretation $\tau$, then computing $[s]_\eta^{A,\tau}$.

Exercise 29
What would happen if we let $[f]$ depend on $\eta$?

Definition 4.2 Given a computational algebra $A$, a predicate $P \in \mathcal{P}$ of arity $k$ is implementable if

$$\forall s_1, \ldots, s_k \in \mathcal{M}, \exists Q \in \text{Pol}_1, \exists N \in \mathbb{N}, \forall \eta > N. \quad \Pr_{(x_1, \ldots, x_k) \sim R}[ [s_1, \ldots, s_k]_{\eta} : [P]^A(x_1, \ldots, x_k) = P^I(s_1, \ldots, s_k) ] > \frac{1}{2} + \frac{1}{Q(\eta)}$$
**Definition 4.3** Given a convergent rewrite system $S$ on $T(\mathcal{F})$, and an interpretation of the predicate symbols, a $S, \mathcal{P}^I$-computational structure is a computational algebra such that, moreover,

$$\forall s, t \in \mathcal{M}, \forall \eta \in \mathbb{N}, \forall \tau. \ (s =_S t \Rightarrow [s]_{\eta}^A,\tau = [t]_{\eta}^A,\tau)$$

and, for every $P \in \mathcal{P}$, $P$ is implementable.

Note here that we require not only indistinguishability, but true equality: $\tau$ is universally quantified over the assignments of appropriate lengths.

### 4.2 Completeness

**Theorem 4.4 (completeness)** If $\mathcal{A}$ is a $S, \mathcal{F}, \mathcal{F}_P, \mathcal{P}$-computational algebra, then

$$[s_1, \ldots, s_n]_{\eta}^A \approx [t_1, \ldots, t_n]_{\eta}^A \Rightarrow (s_1, \ldots, s_n) \sim (t_1, \ldots, t_n).$$

**Proof:**

By definition, if $(s_1, \ldots, s_n) \not\sim (t_1, \ldots, t_n)$, then there are contexts $C_1, \ldots, C_k \in \mathcal{C}$ and a predicate $P \in \mathcal{P}$ such that $P^{I}(C_1[s_1, \ldots, s_n] \downarrow, \ldots, C_k[s_1, \ldots, s_n] \downarrow) \neq P^{I}(C_1[t_1, \ldots, t_n] \downarrow, \ldots, C_k[t_1, \ldots, t_n] \downarrow)$. For instance, assume w.l.o.g. that $P^{I}(C_1[s_1, \ldots, s_n] \downarrow, \ldots, C_k[s_1, \ldots, s_n] \downarrow) = 1$ and $P^{I}(C_1[t_1, \ldots, t_n] \downarrow, \ldots, C_k[t_1, \ldots, t_n] \downarrow) = 0$.

Moreover, $C_1, \ldots, C_k$ only contain symbols in $\mathcal{F}_P$. Therefore, (using a simple induction on the length of the rewrite sequence and the first part of definition ??), there is a deterministic polynomial time Turing machine $B$ (whose size maybe non-polynomial), which, on input $x_1, \ldots, x_n$, computes $[P(C_1[x_1, \ldots, x_n] \downarrow, \ldots, C_k[x_1, \ldots, x_n] \downarrow)]^A$. By definition, for every $\eta \in \mathbb{N}$, for every assignment $\tau$ of keys and random numbers occurring in $u_1, \ldots, u_n$,

$$B([u_1]_{\eta}^A, \ldots, [u_n]_{\eta}^A) = [P]_A([C_1[u_1, \ldots, u_n] \downarrow]_{\eta}^A, \ldots, [C_k[u_1, \ldots, u_n] \downarrow]_{\eta}^A)$$

So,

$$\Pr\{(x_1, \ldots, x_n) \xleftarrow{R} [u_1, \ldots, u_n]_{\eta}^A : B(x_1, \ldots, x_n) = 1\} = \Pr\{(y_1, \ldots, y_k) \xleftarrow{R} [C_1[u_1, \ldots, u_n] \downarrow, \ldots, C_k[u_1, \ldots, u_n] \downarrow]_{\eta}^A : [P]_A(y_1, \ldots, y_k) = 1\}$$

On the other hand, according to the definition, there are $Q_1$ and $N_1$ such that, for all $\eta > N_1$,

$$\Pr\{(y_1, \ldots, y_k) \xleftarrow{R} [C_1[s_1, \ldots, s_n] \downarrow, \ldots, C_k[s_1, \ldots, s_n] \downarrow]_{\eta}^A : [P]_A(y_1, \ldots, y_k) = 1\} > \frac{1}{2} + \frac{1}{Q_1(\eta)}$$

and there are $Q_2$ and $N_2$ such that, for all $\eta > N_2$,

$$\Pr\{(y_1, \ldots, y_k) \xleftarrow{R} [C_1[t_1, \ldots, t_n] \downarrow, \ldots, C_k[t_1, \ldots, t_n] \downarrow]_{\eta}^A : [P]_A(y_1, \ldots, y_k) = 0\} > \frac{1}{2} + \frac{1}{Q_2(\eta)}$$

Altogether, if we let

$$\epsilon(\eta) = \Pr\{(x_1, \ldots, x_n) \xleftarrow{R} [s_1, \ldots, s_n]_{\eta}^A : B(x_1, \ldots, x_n) = 1\} - \Pr\{(x_1, \ldots, x_n) \xleftarrow{R} [t_1, \ldots, t_n]_{\eta}^A : B(x_1, \ldots, x_n) = 1\}$$
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For $\eta > \max(N_1, N_2)$,

$$\epsilon(\eta) > \left( \frac{1}{2} + \frac{1}{Q_1(\eta)} \right) - \left( \frac{1}{2} - \frac{1}{Q_2(\eta)} \right) = \frac{1}{Q_1(\eta)} + \frac{1}{Q_2(\eta)}$$

It follows that $([s_1, \ldots, s_n]_\eta^A)_{\eta \in \mathbb{N}} \not\approx ([t_1, \ldots, t_n]_\eta^A)_{\eta \in \mathbb{N}}$.

\[\square\]

### 4.3 Examples of computational structures

In the previous theorem, we actually gave the definitions, which exactly entail the desired conclusions; we got the converse of the table of section 3.4.5 for completeness results.

<table>
<thead>
<tr>
<th>security level</th>
<th>type 3</th>
<th>type 2</th>
<th>type 1</th>
<th>type 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>A implements at least</td>
<td>$M, EQ, EK, EL$</td>
<td>$M, EQ, EK$</td>
<td>$M, EQ, EL, Cipher$</td>
<td>$M, EQ, Cipher$</td>
</tr>
</tbody>
</table>

So, we pushed the difficulty in proving that a given interpretation is a computational algebra indeed.

#### 4.3.1 Confusion freeness

$M$, the predicate defining “valid messages” in section 2.4.3 can be implemented if there is an algorithm, which can recognize when a message is a pair (which we always assume), an algorithm which can recognize when a message is a key, and also an algorithm, which decides when the decryption algorithm is used with a valid input.

More precisely, following [32], we assume a particular bitstring $\bot$ (an error message), which is returned when $\pi_i$ is applied on a bitstring, which is not a pair, or when there is an attempt to encrypt a message, which is not a key or when trying to decrypt something, which is not a ciphertext. Following a strict interpretation, we also assume that any function applied to the error message $\bot$ returns $\bot$. This corresponds actually to a typing predicate, which we assume to be implemented deterministically, for instance using tags (it would also work with a probabilistic implementation of such predicates). Finally, we assume **confusion freeness** as defined below:

**Definition 4.5 ([32])** An encryption scheme is confusion free if, for every bitstring $x$,

$$\Pr\{k_1, k_2 \overset{R}{\leftarrow} G_\eta, r \overset{R}{\leftarrow} U : \mathcal{D}(E(x, k_1 \mid r), k_2) \neq \bot\} = \nu(\eta)$$

is negligible.

In other words: it is very likely to get an error message when trying to decrypt with a wrong key.

**Proposition 4.6** If the encryption scheme is confusion-free, then the predicates $M, EQ$ are implementable.
If the encryption scheme is confusion-free, then hence

\[ \epsilon(s, \eta) \triangleq \Pr \{ x \overset{R}{\leftarrow} [s]_{\eta} : M^I(s) \neq [M]^A(x) \} \]

If \( s \in \mathcal{M}_0 \), then \( M^I(s) = 1 \) and \([M]^A(x) = 1\) and therefore \( \epsilon(s, \eta) = 0 \). So, we only have to consider the case \( M^I(s) = 0 \). We proceed by induction on \( s \). If \( s \) is a constant, then the only possibility for not being accepted by \( M^I \) is \( s = \bot \), in which case \([M]^A(x) = 0\).

Otherwise, if \( s \) is a pair or an encryption with a valid key, then, since \( M^I \) has a strict interpretation, there must be a direct subterm of \( s \) which does not belong to \( \mathcal{M}_0 \). Then, we use the induction hypothesis and the strictness of \([M]^A\): if \( s_1, s_2 \) are the direct subterms of \( s \),

\[
\epsilon(s, \eta) = \Pr \{ (x_1, x_2) \overset{R}{\leftarrow} [s_1, s_2]_{\eta} : M^A(x_1) = 1 \land M^A(x_2) = 1 \} \\
\leq \min(\Pr \{ (x_1, x_2) \overset{R}{\leftarrow} [s_1, s_2]_{\eta} : M^A(x_1) = 1 \}, \Pr \{ (x_1, x_2) \overset{R}{\leftarrow} [s_1, s_2]_{\eta} : M^A(x_2) = 1 \}) \\
= \min(\Pr \{ x_1 \overset{R}{\leftarrow} [s_1]_{\eta} : M^A(x_1) = 1 \}, \Pr \{ x_2 \overset{R}{\leftarrow} [s_2]_{\eta} : M^A(x_2) = 1 \}) \\
\leq \min(\epsilon(s_1, \eta), \epsilon(s_2, \eta))
\]

If \( s = \{u\}_v \) and \( v \) is not a valid key or if \( s \) is a projection of a term which is not a pair, or if \( s \) is a decryptoin of a term which is not a ciphertext, then \([s]_\eta\) is always \( \bot \), by definition, hence \([M]^A(x) = 0\) (for all \( x \in \{s\}_\eta\)).

Finally, if \( s = D(\{t\}_{k_2}, k_2) \), if \( \{t\}_{k_1} \) is not in \( M^I \), we are back to the previous computation. Assume now that \( \{t\}_{k_1} \in M^I \) and therefore that \( k_2 \neq k_1 \). Then, by definition of confusion freeness, \( \epsilon(s, \eta) = \nu(\eta) \)

Next, \([EQ]^A(x, y)\) is defined as \([M]^A(x) \land [M]^A(y) \land x = y\), which is implementable, as \( M^A \) is implementable.

\[ \text{Corollary 4.7 (completeness for type-0)} \quad \text{If the encryption scheme is confusion-free, then} \] \[\{s_1, \ldots, s_n\}_\eta \approx \{t_1, \ldots, t_n\}_\eta \Rightarrow (s_1, \ldots, s_n) \sim_0 (t_1, \ldots, t_n). \]

4.3.2 Equal keys and Equal lengths

In order to get completeness results for type 1,2,3 security, it suffices to have implementations of \( EL \) and/or \( EK \).

4.3.3 Decryption confusing

For such schemes, \( M \) is no longer implementable. However \( m, Eq, El \) are implementable in a straightforward way

4.3.4 Summary

We get the following completeness results:
<table>
<thead>
<tr>
<th>Security level</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>DC-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementable predicates</td>
<td>$M, \text{EQ, Cipher}$</td>
<td>$M, \text{EQ, EL, Cipher}$</td>
<td>$M, \text{EQ, EK}$</td>
<td>$M, \text{EQ, EK, EL}$</td>
<td>$m, \text{Eq, El}$</td>
</tr>
</tbody>
</table>
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