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Abstract

We study nonterminating message-passing automata whose behavior is described by infi-
nite message sequence charts. As a first result, we show that Muller, Büchi, and termination-
detecting Muller acceptance are equivalent for these devices. To describe the expressive
power of these automata, we give a logical characterization. More precisely, we show that
they have the same expressive power as the existential fragment of a monadic second-
order logic featuring a first-order quantifier to express that there are infinitely many ele-
ments satisfying some property. This result is based on Vinner’s extension of the classical
Ehrenfeucht-Fräısśe game to cope with the infinity quantifier.
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1 Introduction

The study of the relation between logical formalisms and operational automata de-
vices has been a fascinating area of computer science and hasproduced some splen-
did results. From a logicians point of view, this relation allows us to decide logical
theories effectively, from a system developer’s point of view, the logical formalism
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might be considered as a specification language formalizingessential properties of
a system, whereas the automaton appears as a model of the system itself.

The probably most famous connection between automata theory and classical logic
has been established by Büchi and Elgot, who showed that finite automata and
monadic second-order (MSO) logic are expressively equivalent [3, 9]. The sequen-
tial nature of finite automata, however, limits their use in the modeling of distributed
systems which called for more general automata models that employ some com-
munication mechanism between their components. This communication can be en-
sured by shared variables (e.g., asynchronous automata whose behavior can be de-
scribed by Mazurkiewicz traces) or by the exchange of messages along channels
(e.g., message passing automata whose behavior can be described by message se-
quence charts). For terminating behaviors, the expressivepower of these models
has been related to that of some sort of MSO logic [1, 8, 11, 13,19].

One single execution of a distributed system is often modeled as a directed acyclic
graph(V,E) with a set of eventsV and a binary relationE that describes the causal
dependency between events. Any MSO property of words [3, 9],Mazurkiewicz
traces [19], or (existentially) bounded message sequence charts [11, 13] can be
equivalently expressed by the appropriate automata model (and vice versa). It should
be noted that the transitive closure of the causal dependency E, which forms the
temporal precedence relation and is often denoted≤, can be described in MSO.
It can therefore also be used in the above cases. Since message-passing automata
can in general not be complemented, MSO is too powerful in thecontext of un-
bounded message sequence charts [1]; but the restriction ofMSO to its existential
fragment (EMSO) is equivalent to message-passing automatawithout any channel
bounds [1].

When modeling reactive systems, one is rather interested ininfinite behaviors. In-
deed, B̈uchi showed that MSO logic over infinite words is still as expressive as
finite automata that require at least one final state to be visited infinitely often.
Such an acceptance condition comes in many flavors, and variations thereof give
rise to B̈uchi, Muller, Rabin, and Streett automata, which, in the nondeterministic
case, are all equivalent [20]. The same applies to the settings of asynchronous (cel-
lular) automata over infinite Mazurkiewicz traces [5, 10]. The paper [15] proposes
message-passing automata with a Muller acceptance condition to make it capable
of accepting infinite MSCs. As it turns out, the resulting automata model is equiv-
alent to MSO logic over MSCs, provided the channel capacity is bounded [15].

It is the aim of this paper to lift the boundedness condition in this result, i.e., to
characterize nonterminating behaviors of Muller message-passing automata with
unbounded channels.After introducing the necessary notions, Section 2.3 shows
that Muller-, Büchi-, and even termination-detecting Muller-MPAs all have the
same expressive power(Theorem 8). In a termination-detecting Muller MPA, the
acceptance condition can distinguish between the infinite repetition of a local state
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and the appearance of this state as the final one. This distinction is not directly pos-
sible in a Muller MPA. The proofs of these equivalence results use direct automata
constructions. Contrary to the setting of terminating behaviors, EMSO is weaker
than Muller message-passing automata: the set of infinite MSCs that send infinitely
many messages from the first to the second component cannot bedescribed by
some EMSO formula. To overcome this deficiency, we introducethe additional
first-order quantifier∃∞xϕ(x) requesting infinitely many eventsx to satisfy some
propertyϕ(x). As we deal with structures of bounded degree (which would not be
the case if we employed the transitive closure of the edge relation), we can exploit
the close connection of Ehrenfeucht-Fraı̈sśe games and locally threshold testable
languages [16, 20].

Let us come back to the setting of infinite message sequence charts. Our main
result states thatEMSO∞, i.e., the extension of existential monadic second-order
logic with an infinity quantifier, is expressively equivalent to message-passing au-
tomata with nonterminating behaviors(Theorem 16). Our proof follows the route
of [1] that dealt with finite message sequence charts and EMSOand could there-
fore build on a powerful result on this logic and its first-order fragment, namely
Hanf’s theorem [12]. Recall that Hanf’s theorem can be proved using Ehrenfeucht-
Fräısśe games. In order to have an analogue of Hanf’s theorem for theextension
of first-order logic by the infinity quantifier∃∞, we use Vinner’s extension [21]
of Ehrenfeucht-Fräısśe games. This is the theme of Section 3 which leads to a
Hanf-type theorem (Theorem 11). As a result, any first-ordersentence with infin-
ity quantifier can be translated into some conditions on the number of realizations
of spheres. Building on [1], Section 4 shows that these conditions can be checked
by message-passing automata equipped with a (termination-detecting) Muller con-
dition. It also characterizes the expressive power of existential monadic second-
order logic without the infinity quantifier by message-passing automata and the
termination-detecting Staiger-Wagner acceptance condition (Theorem 18).

2 Message-Passing Automata with Nonterminating Behavior

We consider communicating systems where several sequential agents exchange
messages through channels, executing send and receive actions. A send action is
of the formi!j indicating that agenti sends a message to agentj. The complemen-
tary receive action is denotedj?i. Here, agentj can read a message provided it
has been sent through the corresponding channel fromi to j. So let us, throughout
the paper, fix a finite setAg of agents. For an agenti, we denote byΣi the set
{i!j, i?j | j ∈ Ag \ {i}} of actionsthat are available toi. The union

⋃

i∈Ag Σi of all
the actions is denotedΣ.

3



2.1 Message-Passing Automata and Their Behavior

Let us make precise our model of a reactive system with a message-passing mech-
anism, which goes back to Brand and Zafiropulo [2] and was later extended to deal
with infinite scenarios [15]. These automata consist of independent local machines,
one for each agent, that exchange messages along fifo channels. Throughout this
paper, we fix a finite setAg of agents.

Definition 1 A message-passing automaton(or, for short, MPA) is a structureA =
((Ai)i∈Ag ,D, ι) where

• D is a nonempty finite set ofsynchronization data,
• for eachi ∈ Ag , Ai is a pair (Qi,∆i) where
· Qi is a finite set oflocal statesand
· ∆i ⊆ Qi × Σi ×D ×Qi is the set oflocal transitions, and

• ι ∈
∏

i∈Ag Qi is theglobal initial state.

The operational behavior of an MPA proceeds as one might expect. Any two local
machinesAi andAj with i 6= j are connected by two fifo channels,(i, j) and(j, i),
the first for sending messages fromi to j and the second for the reverse direction.
An agenti can execute send and receive actions according to its specification in
terms ofAi. Executingi!j has the effect of writing a message into the channel
(i, j). Actually, this message is supplemented by some synchronization data from
D to extend the expressive power of MPAs. The benefit of synchronization data
will become clear when we define the behavior of MPAs formally. Accordingly,
j?i, which is executed by agentj, receives the message fromi that is located at the
top of the channel(i, j).

An example MPA is illustrated in Fig. 1(a). A client process communicates with a
server by sending requests and receiving, on each request, either a fail message or
an acknowledgment. The set of synchronization data is{req, fail, ack}, and, e.g.,
(s0, 1!2, req, s1) ∈ ∆Client is a local transition that may be taken by the client.

To describe the behavior of an MPA formally, we use the standardized formalism
of message sequence charts(MSCs, [14]). There, the sequential behavior of an
agenti is described by a vertical time-line, which will be modeled as a sequence
of edges in a graph whose nodes are labeled with actions fromΣi and referred to
asevents. Moreover, a send node and the corresponding receive node are joint by
a (horizontal or diagonal) message arrow. The edge relationof an MSC gives rise
to a partial order relation constraining the execution order of the nodes. Moreover,
edges are labeled with elements fromC = Ag ·∪ {msg} to identify message and
process arrows.

Definition 2 A message sequence chart(MSC, for short) is an edge- and node-
labeled directed graphM = (V, {Eℓ}ℓ∈C , λ) where
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(a) An MPA over{Client, Server} (b) An infinite MSC

Fig. 1.

• V is the set ofevents, andE =
⋃

ℓ∈C Eℓ ⊆ V × V a set of edges,
• λ : V → Σ is theevent-labeling function,
• E∗ is a partial order onV (we writeu ≤ v for (u, v) ∈ E∗),
• for anyv ∈ V , {u ∈ V | u ≤ v} is a finite set,
• for anyi ∈ Ag , Ei is the cover relation1 of some total order onVi = λ−1(Σi),
• for any (u, v) ∈ Emsg, there existi, j ∈ Ag distinct such thatλ(u) = i!j and
λ(v) = j?i,

• for anyu ∈ V , there isv ∈ V such that(u, v) ∈ Emsg or (v, u) ∈ Emsg, and
• for any(u, v), (u′, v′) ∈ Emsg with λ(u) = λ(u′), we haveu ≤ u′ iff v ≤ v′.

The last condition in the definition above expresses that messages are received in
the same order in which they have been sent. Hence it reflects that we deal with
fifo channels only. The last three conditions ensure thatEmsg provides a bijection
between the sending and the receiving events.

Fig. 1(b) gives an example of an infinite MSC as a diagram. The events of each
process are arranged along the vertical lines and messages are shown as horizontal
or downward-sloping directed edges. The MSC depicts one possible behavior of
the MPA from Fig. 1(a). Recall that messages sent in the MPA are considered to be
synchronization messages and do not appear in the MSC itself.

To describe the behavior of our automata model formally, letA = ((Ai)i∈Ag ,D, ι)
with Ai = (Qi,∆i) be an MPA, and letM = (V, {Eℓ}ℓ∈C , λ) be an MSC. For a
mappingρ : V →

⋃

i∈Ag Qi (which is a candidate for a run ofA onM ), we define
the mappingρ− : V →

⋃

i∈Ag Qi as follows. Leti ∈ Ag andv ∈ Vi. If we can find
u ∈ Vi such that(u, v) ∈ Ei, then we setρ−(v) = ρ(u). If there is no suchu, we
let ρ−(v) = ι[i]. A run of A onM is a pair(ρ, µ) of mappingsρ : V →

⋃

i∈Ag Qi

andµ : V → D such that

1 The cover relation of a total or partial order� onVi is its direct successor relation≺\≺2.
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• for any(u, v) ∈ Emsg, µ(u) = µ(v) and
• for anyi ∈ Ag andv ∈ Vi, (ρ−(v), λ(v), µ(v), ρ(v)) ∈ ∆i.

2.2 Muller, B̈uchi, and Staiger-Wagner Message-Passing Automata

We will now extend our automata model with some acceptance modes that originate
from the work on automata on infinite words. Recall that Büchi’s acceptance con-
dition for infinite words reads: “there is an accepting statethat is assumed beyond
any point in time”. This formulation is also useful for finitewords provided we
assume that the automaton stays in the last state of its run after reading the whole
word. Thus, acceptance depends on the set of states assumed cofinally. Since MPAs
have local states,Infρ collects, for every agenti ∈ Ag , the set of states assumed
cofinally. The functionInf+ρ records, in addition, whether agenti performs finitely
many (indicated by∞) or infinitely many (indicated by∞) actions. Finally, the
functionOcc+

ρ collects all states that agenti encounters during the run.

So let us first give the following definitions. LetA = (((Qi,∆i))i∈Ag ,D, ι) be an
MPA (we setQ =

⋃

i∈Ag Qi) and letM = (V, {Eℓ}ℓ∈C , λ) be an MSC. For a
mappingρ : V → Q, we define functionsInfρ : Ag → 2Q andInf+ρ ,Occ+

ρ : Ag →
2Q × {∞,∞} as follows (withi ∈ Ag):

Infρ[i] =







{q | ∀u ∈ Vi ∃v ∈ Vi : u ≤ v andq = ρ(v)} if Vi 6= ∅

{ι[i]} otherwise

Inf+ρ [i] =







(Infρ[i],∞) if Vi is finite

(Infρ[i],∞) otherwise

Occ+
ρ [i] =







(ρ−1(Vi),∞) if Vi is finite

(ρ−1(Vi),∞) otherwise

If Vi is finite, thenInfρ[i] describes the state assumed at the event that is maximal
in Vi (which is the local stateι[i] if Vi is even empty). IfVi is infinite, thenInfρ[i] is
the set of states assumed infinitely often. IfInfρ[i] is a singleton, we do not know
whetherVi is finite or not – this additional information is present inInf+ρ [i]. Sim-
ilarly, Occ+

ρ [i] provides all states that have been visited as well as the information
whether there are finitely or infinitely many events on process i.

Definition 3 A Büchi MPA or Muller MPA is a structureA = ((Ai)i∈Ag ,D, ι,F)
with Ai = (Qi,∆i) such that((Ai)i∈Ag ,D, ι) is an MPA andF ⊆

∏

i∈Ag 2Qi.

Now let(ρ, µ) be some run ofA on the MSCM = (V, {Eℓ}ℓ∈C , λ).

(1) If A is a Büchi MPA, then the run(ρ, µ) is accepting if there isq ∈ F such that
q[i] ∩ Infρ[i] 6= ∅ for all i ∈ Ag .
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(2) If A is a Muller MPA, then the run(ρ, µ) is accepting ifInfρ ∈ F .

Definition 4 A termination-detecting Staiger-Wagner MPAor termination-detecting
Muller MPA is a structureA = ((Ai)i∈Ag ,D, ι,F) with Ai = (Qi,∆i) such that
((Ai)i∈Ag ,D, ι) is an MPA andF ⊆

∏

i∈Ag(2
Qi × {∞,∞}).

Let (ρ, µ) be some run ofA on the MSCM = (V, {Eℓ}ℓ∈C , λ).

(1) If A is a termination-detecting Muller MPA, then(ρ, µ) is accepting ifInf+ρ ∈
F .

(2) If A is a termination-detecting Staiger-Wagner MPA, then(ρ, µ) is accepting if
Occ+

ρ ∈ F .

If A is some of these MPAs, then thelanguageL(A) accepted byA is the set of
those MSCs that admit an accepting run ofA.

Example 5 ConsiderA to be the MPA over{Client, Server} from Fig. 1(a). If
A is supposed to be a Büchi MPA that is equipped with the acceptance condition
F = {({s0, s1}, {t0, t1}) , ({s2}, {t0})}, thenL(A) contains the infinite MSC
from Fig. 1(b) and, furthermore, any of its finite prefixes. Inparticular, a run might
end up with sending a request without being followed by a server message. If, in
contrast,F is seen as a Muller condition, thenL(A) contains, beside the infinite
MSC, only those finite MSCs that end up with a message from the server to the
client. In that case,F is equivalent to the termination-detecting Muller condition
F ′ = {(({s0, s1},∞), ({t0, t1},∞)) , (({s2},∞), ({t0},∞))}. If, however,F ′ is
considered as a termination-detecting Staiger-Wagner condition, then this admits
only the infinite MSC from Fig. 1(b).

The generalized model of termination-detecting Muller MPAs will turn out to be
helpful when, in Section 4, we study the relationship between logic and MPAs. Let
us first prove that termination-detecting Muller MPAs are not more expressive than
Muller or Büchi MPAs (whereas termination-detecting Staiger-WagnerMPAs are
strictly weaker).

2.3 Muller and B̈uchi MPAs vs. Termination-Detecting Muller MPAs

We examine the expressive power of our acceptance modes and start with the ob-
servation that B̈uchi MPAs are closed under union and intersection.

Proposition 6 Let A1 andA2 be B̈uchi MPAs. There are B̈uchi MPAsA andB
such thatL(A) = L(A1) ∪ L(A2) andL(B) = L(A1) ∩ L(A2).
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PROOF. Suppose thatA1 andA2 are given as((A1
i )i∈Ag ,D

1, ι1,F1) with A1
i =

(Q1
i ,∆

1
i ) and((A2)i∈Ag ,D

2, ι2,F2) with A2
i = (Q2

i ,∆
2
i ), respectively. We will as-

sume that all the sets of states and the set of synchronization messages are disjoint.

To recognizeL(A1) ∪ L(A2), A = (((Qi,∆i))i∈Ag ,D, ι,F) simulates eitherA1

or A2. Hence, we setD = D1 ·∪ D2 andQi = Q1
i

·∪ Q2
i

·∪ {ιi} for any
i ∈ Ag . Hereby,ιi is a fresh state (i.e., it is not contained inQ1

i
·∪ Q2

i ) and we
set ι = (ιi)i∈Ag . For i ∈ Ag , let furthermore∆i = ∆1

i
·∪ ∆2

i
·∪ {(ιi, σ,m, q) |

(ι1[i], σ,m, q) ∈ ∆1
i or (ι2[i], σ,m, q) ∈ ∆2

i }. It just remains to specify the ac-
ceptance condition asF = {(Fi)i∈Ag ∈

∏

i∈Ag 2Qi | there isn ∈ {1, 2} and
(Gi)i∈Ag ∈ Fn such that, for anyi ∈ Ag , Fi = Gi or bothFi = {ιi} and
Gi = {ιn[i]}}.

Let us construct a B̈uchi MPA that recognizesL(A1) ∩ L(A2). Since the class
of MSC languages accepted by Büchi MPAs is closed under union, it suffices to
consider the caseF1 = {q1} andF2 = {q2}. The B̈uchi MPA B will simulate
A1 andA2 simultaneously. In addition, each process is equipped witha slightly
modified flag construction [4]. We setQi = Q1

i × Q2
i × {0, 1, 2} for any i ∈ Ag ,

and we letι be given, for anyi ∈ Ag , by

ι[i] =











(ι1[i], ι2[i], 2) if (ι1[i], ι2[i]) ∈ q1[i] × q2[i]

(ι1[i], ι2[i], 0) otherwise

The set of synchronization messagesD is D1 × D2. For i ∈ Ag , let furthermore
∆i contain the tuple((q1, q2, n), σ, (m1,m2), (q

′
1, q

′
2, n

′)) if (q1, σ,m1, q
′
1) ∈ ∆1

i ,
(q2, σ,m2, q

′
2) ∈ ∆2

i , and

n′ =







































2 if q1 ∈ q1[i] andq2 ∈ q2[i]

0 if n = 2 and(q1 6∈ q1[i] or q2 6∈ q2[i])

n+ 1 if n < 2, qn+1 ∈ qn+1[i], and(q1 6∈ q1[i] or q2 6∈ q2[i])

n otherwise

Finally, we setF =
∏

i∈Ag(q
1[i] × q2[i] × {2}). This corresponds to the classical

flag construction forω-word automata, where a countern indicates that a process
is waiting for a (local) final state ofAn+1. Thus, when the counter is set to2, then a
final state of each component automaton has been seen. Here, we allow in addition
that the counter is set to2 if all component states of the composite machine are
accepting. This takes into consideration that some of the processes might execute
only finitely many actions. 2

Recall that, in a termination-detecting Muller MPA, the acceptance condition can
distinguish between the infinite repetition of a local stateand the appearance of
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this state as the final one, which is not directly possible in aMuller or Büchi MPA.
To solve this problem, we first state that a Büchi MPA can determine whether a
particular agent performs finitely or infinitely many actions. Note that this is not
the case in the word setting when considering both finite and infinite words. In our
distributed setting, however, the distinction between theinfinite repetition of a local
state and the appearance of this state as the final one is possible.

Lemma 7 Let k ∈ Ag . There exist B̈uchi MPAsA andB such that, for any MSC
M = (V, {Eℓ}ℓ∈C , λ), we haveM ∈ L(A) iff Vk is infinite, andM ∈ L(B) iff Vk

is finite.

PROOF. The construction ofB is straightforward. Processk has three states: the
initial one, an intermediate, and a sink state; the initial and the sink state are ac-
cepting. It is forced to leave the initial state with the firstevent and go into the
intermediate or the sink state; it can stay in the intermediate state for as long as it
wishes, and it can move into the sink state nondeterministically. This final move
makes sense only at the last event of processk since the run would get stuck other-
wise.

We next build, forσ ∈ Σk, a Büchi MPAAσ that accepts those MSCs in whichσ
is executed infinitely often. Then the union of all the languagesL(Aσ) for σ ∈ Σk

can be accepted by a Büchi MPAA by Prop. 6. Letσ′ be the communication action
complementingσ, which is executed by somek′ (e.g., ifσ is of the formk!k′, then
σ′ = k′?k). The idea is thatk andk′ work together to detect that, in fact,σ andσ′

occur infinitely often. Both agents toggle between states0 and1 when executing
σ andσ′, respectively. However, in the acceptance condition,k requires0 to be
taken infinitely often, whereask′ claims to visit1 infinitely often. Formally, we set
Aσ = (((Qi,∆i))i∈Ag ,D, ι,F) with D 6= ∅ arbitrary,Qi = {0, 1} for any i ∈ Ag ,
and∆i contains any tuple(q, τ,m, q′) ∈ Qi × Σi × D × Qi such thatτ ∈ {σ, σ′}
iff q′ = 1 − q. Moreover,ι = (0)i∈Ag , andF = {q} whereq[i] = {0} for any
i 6= k′, andq[k′] = {1}. 2

We now show that B̈uchi and Muller MPAs are as expressive as termination-detecting
Muller MPAs.

Theorem 8 LetL be a set of MSCs. Then the following are equivalent:

(1) there exists a Muller MPAA such thatL = L(A).
(2) there exists a B̈uchi MPAA such thatL = L(A).
(3) there exists a termination-detecting Muller MPAA such thatL = L(A).

PROOF. We show(1) → (3) → (2) → (1).
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(1) → (3). SupposeA = ((Ai)i∈Ag ,D, ι,F) is a Muller MPA withAi = (Qi,∆i).
Let π1 denote the projection of

∏

i∈Ag(2
Qi × {∞,∞}) onto the first components.

Then, letF ′ comprise all tuplesq ∈
∏

i∈Ag(2
Qi × {∞,∞}) with π1(q) ∈ F .

This defines a termination-detecting Muller MPAA′ = ((Ai)i∈Ag ,D, ι,F
′) that

certainly accepts the same language asA does.

(3) → (2). LetA = ((Ai)i∈Ag ,D, ι,F) with Ai = (Qi,∆i) be some termination-
detecting Muller MPA. Then, the language of the termination-detecting Muller
MPA ((Ai)i∈Ag ,D, ι, {q}) is an intersection ofL(((Ai)i∈Ag ,D, ι, {π1(q)})) with
some sets of the form{M | Vk is infinite} and{M | Vk is finite}. Since any of
these sets can be accepted by a Büchi MPA (Lemma 7) and since B̈uchi MPAs are
closed under union and intersection (Prop. 6), the implication (3) → (2) follows.

(2) → (1). Let A = ((Ai)i∈Ag ,D, ι,F) with Ai = (Qi,∆i) be a B̈uchi MPA.
To obtain an equivalent Muller MPAA′, we need to adapt the acceptance condition
accordingly. We letA′ = ((Ai)i∈Ag ,D, ι,F

′) where a tuple(F ′
i )i∈Ag ∈

∏

i∈Ag 2Qi is
contained inF ′ iff there is(Fi)i∈Ag ∈ F such that, for anyi ∈ Ag ,Fi∩F

′
i 6= ∅. 2

3 Structures, Logic, and the Ehrenfeucht-Fräısśe Game

Note that MSCs can be seen as relational structures whose signature contains binary
relationsEℓ for ℓ ∈ C and unary relationsRa for a ∈ Σ. Since it does not cause
additional difficulty and since the results of this section can be of interest also
beyond MSCs, we formulate them in more generality. Throughout this section, we
fix some purely relational signatureσ, i.e.,σ is a finite set of relation symbols (and
each relation symbol has its associated arity). Forh ∈ N, letσh denote the extension
of the signatureσ by h constant symbolsc1, c2, . . . , ch (in particular,σ0 = σ). A
σh-structureis a tupleA = (A, (RA)R∈σ, (c

A

i )1≤i≤h) whereA is some set,RA is a
relation onA whose arity is dictated by the arity of the relation symbolR, andcAi is
an element ofA. If A is aσh-structure anda = (a1, . . . , am) is a tuple of elements
of A, then(A, a) denotes theσh+m-structure that has, in addition toA, constants
cAh+i = ai for 1 ≤ i ≤ m.

3.1 Monadic Second-Order Logic

We fix supplies Var= {x, y, x1, x2, . . .} of individual and VAR = {X,Y, . . .} of
set variables. The set MSO∞(σh) of extended monadic second-order(or MSO∞)
formulas overσh is given by the following grammar:

ϕ ::= R(x1, . . . , xn) | x1 = x2 | x1 ∈ X | ¬ϕ | ϕ ∨ ϕ | ∃xϕ | ∃Xϕ | ∃∞xϕ
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wheren ∈ IN, R ∈ σ is ann-ary predicate symbol,xi is a variable from Var or a
constant symbol fromσh, x ∈ Var, andX ∈ VAR.

Let A be aσh-structure,ϕ(x1, . . . , xm, X1, . . . , Xn) ∈ MSO∞(σh) be a formula,
anda = (a1, . . . , am) ∈ Am andA = (A1, . . . , An) ∈ (2A)

n be tuples of elements
and subsets ofA. Then thesatisfactionrelationA |= ϕ(a,A) is defined as usual
such that, forψ(y, x1, . . . , xm, X1, . . . , Xn) ∈ MSO∞(σh), A |= (∃∞yψ)(a,A) iff
A |= ψ(a, a, A) for infinitely manya ∈ A.

We define the following fragments of MSO∞(σh):

(1) thefirst-order fragmentFO∞(σh) comprises those formulas from MSO∞(σh)
that do not contain any set quantifier

(2) theexistential fragmentEMSO∞(σh) comprises the formulas from MSO∞(σh)
of the form∃X1 . . . ∃Xnϕ with ϕ ∈ FO∞(σh)

(3) the monadic second-order fragmentMSO(σh) comprises those formulas from
MSO∞(σh) that do not contain the quantifier∃∞

(4) first-order logicFO(σh) equals MSO(σh) ∩ FO∞(σh)
(5) existential monadic second-order logicEMSO(σh) comprises the formulas

from MSO(σh) ∩ EMSO∞(σh)

The quantifier-rankqr(ϕ) of a formulaϕ in FO∞(σh) is the nesting depth of
quantifiers inϕ. More precisely, qr(ϕ) = 0 if ϕ is atomic, qr(¬ϕ) = qr(ϕ),
qr(ϕ ∨ ψ) = max{qr(ϕ),qr(ψ)}, and qr(∃xϕ) = qr(∃∞xϕ) = qr(ϕ) + 1. For
n ∈ IN, we denote by FO∞(σh)[n] the set of first-order formulas of quantifier rank
at mostn without free variables. For twoσh-structuresA andB, we sayA andB

agree onFO∞(σh)[n] if, for all formulasϕ ∈ FO∞(σh)[n], we haveA |= ϕ if and
only if B |= ϕ. In other words, the structuresA andB cannot be distinguished by
formulas of quantifier-depth at mostn.

3.2 TheFO∞-Game

The FO∞-game is an extension of the classical Ehrenfeucht-Fraı̈sśe game, which
captures the expressive power of FO(σ). It goes back to Lipner [17] and Vinner
[21] (cf. also [18]). It is played between two players namedspoilerandduplicator.
A game positionis a triple(A,B, k) whereA andB are structures over the same
signatureσh andk ∈ IN. This position iswinning (for duplicator)if k = 0 and the
binary relation

{(cAi , c
B

i ) | 1 ≤ i ≤ h}

is a partial isomorphism fromA to B. If k > 0, the game proceeds as follows
(whereA andB are the universes ofA andB, respectively):

(1) Spoiler chooses to proceed with (2) or (2’).
(2) Spoiler choosesa ∈ A or b ∈ B.

11



(3) Duplicator chooses an element in the other structure (i.e.,b ∈ B or a ∈ A).
(4) The game proceeds with((A, a), (B, b), k − 1).

(2’) Spoiler chooses an infinite subsetX of A or ofB.
(3’) Duplicator chooses an infinite subsetY of the other structure.
(4’) Spoiler choosesy ∈ Y .
(5’) Duplicator choosesx ∈ X.
(6’) The game proceeds with((A, x), (B, y), k−1) if x ∈ A; otherwise, it proceeds

with ((A, y), (B, x), k − 1).

For σh-structuresA andB andk ∈ IN, we writeA ≡∞
k B if duplicator can force

the FO∞-play started in(A,B, k) into a winning position.

The classical Ehrenfeucht-Fraı̈sśe game is obtained from this game by forcing
spoiler in (1) always to proceed with (2). If, in this Ehrenfeucht-Fräısśe game, du-
plicator can force the play started in(A,B, k) into a winning position, we write
A ≡k B.

The existence of a winning strategy describes precisely those properties that can be
expressed using formulas of FO∞(σh)[k] and FO(σh)[k], see, e.g., [16, 21].

Theorem 9 (Ehrenfeucht-Fräısśe, Vinner) LetA andB beσh-structures andk ∈
IN.

(1) A andB agree onFO(σh)[k] iff A ≡k B.
(2) A andB agree onFO∞(σh)[k] iff A ≡∞

k B.

3.3 Threshold Equivalence

In the context of structures of bounded degree,threshold equivalenceprovides a re-
finement of≡k and, finally, a normal form of FO formulas that restricts to counting
of spheres up to a certain threshold [16, 20]. Here, we develop a similar result for
the logic FO∞(σ).

TheGaifman graphG(A) of a σh-structureA is an undirected graph(A,E) with
universeA (i.e., the universe of the structureA). Two elementsa, b ∈ A are con-
nected by an edge (i.e.,(a, b) ∈ E) if they belong to some tuple in some relation,
i.e., if there is a relation symbolR ∈ σ and a tuple(a1, . . . , an) ∈ RA such that
a, b ∈ {a1, a2, . . . , an}. We will speak of the degree ofa in A whenever we actually
mean the degree ofa in the Gaifman graph ofA. If all elements ofA have degree at
mostl, then we say thatA has degree at mostl. Now leta, b ∈ A. Then thedistance
dA(a, b) (or d(a, b) if A is understood) denotes the minimal length of a path con-
nectinga andb in the Gaifman graphG(A). Fora = (a1, . . . , an) ∈ An andb ∈ A,
we writed(a, b) = min{d(a1, b), . . . , d(an, b)}. Let r ∈ IN andc denote theh-tuple
of constants in theσh-structureA. Ther-spherer-Sph(A) of A is the substructure
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of A generated by the universe{b ∈ A | dA(c, b) ≤ r}. Then alsor-Sph(A) is
a σh-structure whose constants are preciselyc. If, in the extreme,h = 0, then the
set{b ∈ A | dA(c, b) ≤ r} is empty and the sphere is the empty structure. For
ann-tuple a of elements inA, the r-sphere ofA arounda is ther-sphere of the
extension(A, a) of A with constantsa.

For t ∈ IN, let∼t and∼∞
t denote the equivalence relations onIN∪{∞} defined by

• m ∼t n iff m = n or t < m andt < n
• m ∼∞

t n iff m = n or t < m <∞ andt < n <∞

Definition 10 Let r, t, h ∈ IN and letA and B be σh-structures. Then we write
A ⇆r,t B if |{a′ ∈ A | r-Sph(A, a′) ∼= τ}| ∼t |{b′ ∈ B | r-Sph(B, b′) ∼= τ}|
whenever there existsa ∈ A with τ = r-Sph(A, a), or there existsb ∈ B with
τ = r-Sph(B, b).

Similarly,⇆∞
r,t is defined based on∼∞

t instead of∼t.

In other words,⇆r,t and⇆
∞
r,t distinguish structures on the basis of the number of

realizations ofr-spheres up to some thresholdt. But the former does not distinguish
between “many” and “infinitely many” realizations of a sphere. The latter identifies
all natural numberst + 1, t + 2, . . . , but makes a difference between any of them
and infinity.

Theorem 11 Let h, l, n ≥ 0, r0 = t0 = 0, and fork ≥ 0, rk+1 = 3rk + 1 and
tk+1 = tk + (h+ n− k) · l2rk+1.

Then, for anyσh-structuresA andB of degree at mostl with A ⇆
∞
rn,tn

B, we have
A ≡∞

n B.

PROOF. One first shows that duplicator can force the FO∞-play from(A,B, k +
1), whereA andB are twoσh+n−(k+1)-structures withA ⇆

∞
rk+1,tk+1

B, into some
position((A, a), (B, b), k) with (A, a) ⇆

∞
rk,tk

(B, b).

First suppose spoiler chooses in (1) to proceed with (2). More precisely, suppose
he chooses an elementa ∈ A. Then, sinceA ⇆

∞
rk+1,tk+1

B, there existsb ∈ B
with rk+1-Sph(A, a) ∼= rk+1-Sph(B, b). We verify (A, a) ⇆

∞
rk,tk

(B, b). First note
that for all a′, a′′ ∈ A and b′ ∈ B, with rk-Sph(A, a, a′) ∼= rk-Sph(A, a, a′′) ∼=
rk-Sph(B, b, b′), we havea′ ∈ (2rk +1)-Sph(A, a) iff a′′ ∈ (2rk +1)-Sph(A, a) iff
b′ ∈ (2rk +1)-Sph(B, b). Now leta′ ∈ A be arbitrary and setτ = rk-Sph(A, a, a′).
We distinguish two cases.

(1) First supposea′ ∈ (2rk + 1)-Sph(A, a). Then

|{a′′ ∈ A | rk-Sph(A, a, a′′) ∼= τ}|

13



= |{a′′ ∈ (2rk + 1)-Sph(A, a) | rk-Sph(A, a, a′′) ∼= τ}|

= |{b′′ ∈ (2rk + 1)-Sph(B, b) | rk-Sph(B, b, b′′) ∼= τ}|

= |{b′′ ∈ B | rk-Sph(B, b, b′′) ∼= τ}|

since the(2rk + 1)-spheres of(A, a) and(B, b) are isomorphic.
(2) Alternatively, leta′ /∈ (2rk + 1)-Sph(A, a) and, for notational simplicity,τ ′ =

rk-Sph(A, a′). Then we obtain

|{a′′ ∈ A | rk-Sph(A, a, a′′) ∼= τ}|

= |{a′′ ∈ A \ (2rk + 1)-Sph(A, a) | rk-Sph(A, a, a′′) ∼= τ}|

= |{a′′ ∈ A \ (2rk + 1)-Sph(A, a) | rk-Sph(A, a′′) ∼= τ ′}|

= |{a′′ ∈ A | rk-Sph(A, a′′) ∼= τ ′}|

− |{a′′ ∈ (2rk + 1)-Sph(A, a) | rk-Sph(A, a′′) ∼= τ ′}|

sincerk-Sph(A, a, a′′) for a′′ /∈ (2rk +1)-Sph(A, a) is completely determined
by therk-spheres of(A, a) and(A, a′′).

FromA ⇆
∞
rk+1,tk+1

B, we obtain

|{a′′ ∈ A | rk+1-Sph(A, a′′) ∼= τ ′′}| ∼∞
tk+1

|{b′′ ∈ B | rk+1-Sph(B, b′′) ∼= τ ′′}|

with τ ′′ = rk+1-Sph(A, a′). SinceA andB are structures of finite degree over
a finite signature, and sincerk ≤ rk+1, this implies

|{a′′ ∈ A | rk-Sph(A, a′′) ∼= τ ′}| ∼∞
tk+1

|{b′′ ∈ B | rk-Sph(B, b′′) ∼= τ ′}| .

Furthermore

|{a′′ ∈ (2rk + 1)-Sph(A, a) | rk-Sph(A, a′′) ∼= τ ′}|

= |{b′′ ∈ (2rk + 1)-Sph(B, b) | rk-Sph(B, b′′) ∼= τ ′}|

≤ (h+ n− k) · l2rk+1 .

Hence we obtain

|{a′′ ∈ A | rk-Sph(A, a′′) ∼= τ ′}|

− |{a′′ ∈ (2rk + 1)-Sph(A, a) | rk-Sph(A, a′′) ∼= τ ′}|

∼∞
tk

|{b′′ ∈ B | rk-Sph(B, b′′) ∼= τ ′}|

− |{b′′ ∈ (2rk + 1)-Sph(B, b) | rk-Sph(B, b′′) ∼= τ ′}|

which, as above, equals the number of elementsb′′ ∈ B with rk-Sph(B, b, b′′) ∼=
τ .

Thus, in all cases, we showed

|{a′′ ∈ A | rk-Sph(A, a, a′′) ∼= τ}| ∼∞
tk

|{b′′ ∈ B | rk-Sph(B, b, b′′) ∼= τ}|

which implies(A, a) ⇆
∞
rk,tk

(B, b) as required.
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Now suppose spoiler chooses in (1) to proceed with (2’), moreprecisely, he chooses
an infinite setX ⊆ A. Then duplicator chooses

Y = {b ∈ B | ∃a ∈ X : rk+1-Sph(A, a) ∼= rk+1-Sph(B, b)} .

In step (4’), spoiler chooses someb ∈ Y . Then, by the choice ofY , duplicator
can answer with somea ∈ X satisfyingrk+1-Sph(A, a) ∼= rk+1-Sph(B, b). Then
(A, a) ⇆

∞
rk,tk

(B, b) follows as above.

By induction, duplicator can force any play from(A,B, n) with A ⇆
∞
rn,tn

B into
a position(A′,B′, 0) with A′

⇆
∞
0,0 B′. Leta ∈ A be arbitrary. Then, sinceA′

⇆
∞
0,0

B′, there existsb ∈ B with 0-Sph(A′, a) ∼= 0-Sph(B′, b) implying 0-Sph(A′) ∼=
0-Sph(B′). Note that0-Sph(A′) and0-Sph(B′) are the restriction ofA′ andB

′ to
their constants. Hence the game position(A′,B′, 0) is winning for duplicator. 2

A formula ψ with one free variablex is local if there existsr ≥ 0 such that any
subformula of the form∃yα is of the form∃y(d(x, y) ≤ r ∧ β). As a consequence
of Theorem 11, we obtain a normal form for FO∞ formulas:

Corollary 12 Let l ≥ 0 andϕ be a formula fromFO∞(σ) without free variables.
Then there exists a positive Boolean combinationα of formulas of the form

∃=txψ(x) and ∃>txψ(x) and ∃<∞xψ(x) and ∃∞xψ(x)

with ψ ∈ FO(σ) local such that for allσ-structuresA of degree at mostl, we have

A |= ϕ ⇐⇒ A |= α .

If ϕ is anFO formula, then the Boolean combinationα contains only formulas of
the form∃=txψ(x) and∃>txψ(x) (Hanf’s theorem [12]).

PROOF. Letn be the quantifier rank of the formulaϕ. There are only finitely many
isomorphism types of structures of the formrn-Sph(B, b) for B a σ-structure of
degree at mostl andb ∈ B. For every such structure, there is a local first-order
formulaψ with A |= ψ(a) iff rn-Sph(B, b) ∼= rn-Sph(A, a). Now every⇆

∞
rn,tn

-
equivalence class can be described by a Boolean combinationas required. Since
there are only finitely many such equivalence classes, the result follows. 2

Note that our proof is not constructive, i.e., we give no effective construction of
the Boolean combinationα. The same applies to the proofs of Hanf’s theorem that
can be found, e.g., in [7, 16]. Differently, the original proof by Hanf was effective.
We leave it as an open question whether also the above corollary can be given a
constructive proof.
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4 Message-Passing Automata and Logics

This section relates the expressive power of all types of MPAs and the extended
logic. Letσ denote the purely relational signature consisting of binary relation sym-
bolsEℓ for ℓ ∈ C and the unary relation symbolsRa for a ∈ Σ. Then every MSC is
aσ-structure. As expected, we will write the formulaRa(x) asλ(x) = a. Moreover,
we write EMSO∞ for EMSO∞(σ), and FO∞ etc. are to be understood similarly.

Example 13 TheFO∞-formula∃∞x (λ(x) = Client!Server) expresses thatClient
sends infinitely many messages toServer. Observe that we cannot do without the
infinity quantifier to express this property, which can be easily shown using Hanf’s
Theorem. Moreover, theFO-formula∀x((

∨

σ∈ΣClient
λ(x) = σ) → ∃yEClient(x, y))

is satisfied by all those MSCs in whichClient executes infinitely many actions.

MPAs can be used to compute the sphere around any node of an MSC. This fea-
ture, described formally in the following proposition, is the key connection between
these automata and the logical characterization of first-order expressible properties.

Proposition 14 (cf. [1]) Let r ∈ IN. There are a termination-detecting Muller/
termination-detecting Staiger-Wagner MPAAr = (((Qi,∆i))i∈Ag ,D, ι,F) and a
mappingη from

⋃

i∈Ag Qi into the set ofσ1-structures such thatL(Ar) is the set of
all MSCs and, for any MSCM = (V, {Eℓ}ℓ∈C , λ), for any accepting run(ρ, µ) of
Ar onM , and for anyu ∈ V , we haveη(ρ(u)) = r-Sph(M,u).

Note that, at some point, the construction from [1] makes useof the argument that
an MSC is finite. To be applicable to our setting, however, this argument can be
replaced by the fact that thepastof any event is finite.

4.1 Termination-Detecting Muller MPAs and Logic

A σ1-structureS is anr-sphere in some MSCif there exists an MSCM and a vertex
v of M with S ∼= r-Sph(M, v). For an MSCM ′ and anr-sphere in some MSCS,
let |M ′|S denote the number of verticesv of M ′ with S ∼= r-Sph(M ′, v).

Lemma 15 Let r ∈ IN, t ∈ IN ∪ {∞}, andS be somer-sphere in some MSC.
There exist termination-detecting Muller MPAs recognizing the sets of MSCsM
with |M |S = t andt < |M |S <∞, respectively.

PROOF. In all cases, one starts from the termination-detecting Muller MPAAr =
(((Qi,∆i))i∈Ag ,D, ι,F) and the functionη from Prop. 14. Let the only constant
from S be labeled by some letter fromΣi.
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To detect|M |S = ∞, we just keep those accepting tuples(Fj, θj)j∈Ag from F that
satisfyθi = ∞ andS ∈ η(Fi).

To detectt < |M |S < ∞ for t ∈ IN, we extend the states ofAi with a counter that
counts the number of realizations ofS up to t + 1, i.e., the new local state space
of agenti isQi × {0, . . . , t + 1} with initial state(ι[i], 0). To distinguish “at least
t+ 1” from “infinitely many” realizations ofS, the acceptance condition is the set
of tuples(Fj , θj)j∈Ag such thatθi = ∞ impliesFi ⊆ Qi ×{t+1}, θi = ∞ implies
Fi ⊆ (Qi \ η

−1(S)) × {t+ 1}, and(π1(Fj), θj)j∈Ag ∈ F .

To detect|M |S = t <∞, we use the same states and transitions, but the acceptance
condition now requiresFi ⊆ Qi × {t}. 2

Theorem 16 LetL be a set of MSCs. Then, the following are equivalent:

(1) there exists a termination-detecting Muller MPAA such thatL = L(A).
(2) there exists anEMSO∞ sentenceϕ such thatL = {M |M |= ϕ}.

PROOF. By Theorem 8, it is sufficient to translate a Büchi MPA into an equiva-
lent EMSO∞ sentence. This construction follows similar instances of that problem,
e.g., [6]. Second order variablesXq for q ∈ D ∪

⋃

i∈Ag Qi encode an assignment of
messages and states to vertices. The first-order part then expresses that this assign-
ment is a run. In addition, we have to take care of the acceptance condition. Any
such conditionq ∈

∏

i∈Ag 2Qi is translated into the conjunction of the following
formulas for anyi ∈ Ag

∨

q∈q[i]







∃∞x(x ∈ Xq ∧ λ(x) ∈ Σi)

∨ ∃x(x ∈ Xq ∧ λ(x) ∈ Σi ∧ ¬∃y(Ei(x, y)))







(supplemented by· · · ∨ ∀x¬λ(x) ∈ Σi if ι[i] ∈ q[i]). The kernel of this formula
expresses that the stateq is assumed infinitely often by processi or, alternatively, it
is assumed by the last event of this process.

Consider the other implication. Since termination-detecting Muller MPAs are closed
under projection, it suffices to consider the caseϕ ∈ FO∞. By Cor. 12, we can
assumeϕ to be a positive Boolean combination of formulas of the form∃=txψ,
∃>txψ, and∃∞xψ with ψ local. Note that validity of any of these basic formulas
can be checked by a termination-detecting Muller MPA due to Lemma 15. Now
the result follows since the class of languages accepted by termination-detecting
Muller MPAs is closed under finite union and intersection.

The number of states of the termination-detecting Muller MPA A constructed from
a given EMSO∞-formulaϕ is elementary in the size of the formulaϕ: In Cor. 12,
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both the radiusr and the thresholdt are bounded elementarily in the length of the
formulaϕ. We only remark that the number of states of the MPA from Prop.14
is also elementary inr and t. But it is not clear whetherA can be constructed
effectively and, if so, in elementary time. The reason is that the above proof is based
on Cor. 12. Ifϕ is from EMSO, then we can rely on Hanf’s effective proof. Hence,
in that case, the automatonA can be constructed effectively and, as an inspection
of Hanf’s proof reveals, in elementary time. In particular,this applies in the setting
of [1] where only finite MSCs and the logic EMSO are considered. The following
section shows that for the logic EMSO, we do not need the expressive power of
Muller MPAs.

4.2 Staiger-Wagner MPAs and Logic

The following lemma describes the counting power of Staiger-Wagner MPAs: As
far as finite counting is concerned, termination-detectingStaiger-Wagner MPAs can
do as much as termination-detecting Muller MPAs. Similarlyto Lemma 15, we can
show the following:

Lemma 17 Let r, t ∈ IN and letS be somer-sphere in some MSC. There exist
termination-detecting Staiger-Wagner MPAs that recognize the sets of MSCsM
with |M |S = t andt < |M |S, respectively.

PROOF. The proof differs only slightly from that of Lemma 15: one again starts
from the MPAAr and the mappingη, extends the states with a counter, and defines
the transition relation and the initial states as there. Butthe acceptance conditionF
now contains all tuplesq such that(q, t) ∈ q[i] for someq ∈ Qi. 2

Theorem 18 LetL be a set of MSCs. Then the following are equivalent:

(1) there exists a termination-detecting Staiger-Wagner MPA A such thatL =
L(A).

(2) there exists anEMSOsentenceϕ such thatL = {M |M |= ϕ}.

PROOF. The proof is similar to the proof of Theorem 16. The only difference in
the transformation of an automaton into a formula concerns the acceptance condi-
tion, which, this time, is given as (a set of) function(s)q : Ag → 2Q. It is expressed
as a conjunction of the following conjunct for anyi ∈ Ag :

∧

q∈q[i]

∃x(x ∈ Xq ∧ λ(x) ∈ Σi) ∧
∧

q∈Q\q[i]

∀x(λ(x) ∈ Σi → x /∈ Xq)
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For the other transformation, we use Hanf’s theorem [12] instead of Cor. 12 and
Lemma 17 instead of Lemma 15.2
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