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Abstract. Privacy related properties in electronic voting are naturally expressed as indis-
tinguishability properties. This motivates the study of observational equivalence, as well
as static equivalence in the context of the AVOTE project. In this report we survey the
existing results on the computational soundness of symbolic indistinguishability relations in
the presence of a passive adversary, for which several results were obtained by the members
of the AVOTE project. This report is based on a recent survey [CKW09] on computational
soundness of symbolic methods for analysing security protocols, carried out in the context
of the AVOTE project.

1 Introduction

Security protocols are short distributed programs designed to achieve various security goals, such
as data privacy and data authenticity, even when the communication between parties takes place
over channels controlled by an attacker. Their ubiquitous presence in many important applications
makes designing and establishing the security of cryptographic protocols a very important research
goal. Two distinct approaches that have evolved starting with the early 1980’s attempt to ground
security analysis of protocols on firm, rigorous mathematical foundations. These two approaches
are known as the computational (or the cryptographic) approach and the symbolic (or the Dolev-
Yao, or the formal methods) approach. Each approach relies on mathematical models for the
executions of protocols/primitives in adversarial environments, formally define security properties
expected from cryptographic systems, and develop methods for rigorously proving that given
constructions meet these requirements.

The central features of the computational approach are detailed, bit-level models for system
executions and a powerful adversary: security is assessed against arbitrary probabilistic polyno-
mial time machines. It is generally acknowledged that security proofs in this model offer pow-
erful security guarantees. A serious downside of this approach however is that proofs for even
moderately-sized protocols are usually long, difficult, tedious, and highly error prone.

In contrast, symbolic methods employ a highly abstract view of the execution where the mes-
sages exchanged by parties are symbolic terms. Furthermore, primitives are assumed absolutely
secure, which in turn leads to severe restrictions on the power of the adversary. For instance, it is
postulated the plaintext underlying a ciphertext can only be recovered if the adversary has or can
derive the appropriate decryption key. The resulting models are considerably simpler than those
of the computational approach, proofs are therefore also simpler, and can sometimes benefit from
machine support. An important problem with this approach is that the high level of abstraction
renders unclear the security guarantees that this approach offers.

Due perhaps to the widely different set of tools and techniques, the two approaches have co-
existed and developed independently for many years. The lack of interaction between the two
communities also meant that the relation between models, security results and guarantees us-
ing the two approaches was only superficially understood. Abadi and Rogaway were the first to
demonstrate that establishing close relations between the models is not only possible, but also
that it holds significant promise. Through their work it became clear that it is possible to employ
the tools and methods specific to the symbolic approach to directly obtain computational security
guarantees. The crucial implication is that such guarantees can be obtained without making use
of the typical computational proofs. This realization motivated a significant amount of follow-up



work. In this report we first recall the seminal result by Abadi and Rogaway and then discuss
several extensions to this result. In particular we will discuss results on static equivalence which
generalizes the pattern equivalence used by Abadi and Rogaway. The results are also summarized
in Table 1.

Several of these results have been obtained in the context of the AVOTE project:

— Extension of the Abadi-Rogaway approach for bilinear pairings [KMO09];

— A framework for proving cryptographic indistiguishability through symbolic static equivalence,
with application to lists and cyphers [BCK09];

— A general framework for relating formal and computational models for generic encryption
schemes in the random oracle model [ELN09].

For each of these results, the corresponding publication is appended to this report.

2 The Abadi-Rogaway result

The result of Abadi and Rogaway shows that if a symbolic notion of secrecy of data that occurs
in a message is satisfied, then a computational notion is also satisfied [AR00,AR02]. Their result
holds for a class of messages constructed as in the following section.

Formal expressions and equivalence. On the formal side, one considers a simple grammar for
expressions. The expressions consider two base types for keys and Booleans which are taken from
two disjoint sets Keys and Bool. Keys and Booleans can be paired and encrypted.

M,N == erpressions
K key (K € Keys)
i bit (¢ € Bool)
(M, N) pair

{M}k encryption (K € Keys)

For example the formal expression (K7, {(0, K2)} k,) represents a pair: the first component of this
pair is the key K, the second, the encryption with key K of the pair consisting of the boolean
constant 0 and the key K.

Before defining the equivalence relation between terms we first need to define the deducibility
relation . Intuitively, M F N, if the adversary can learn the expression N from the expression
M. Formally, - is the smallest relation, such that

MEM MEO ME1

if M+ Ny and M + Ny then M F (N, No)
if M+ (N1, Ny) then M = Ny and M + Ny
if M+ {N}x and M F K then M - N

if MFN and M F K then M - {N}g

For example, if M = (K1,{(0, K3)}k,), then we have that M + K,. Moreover, M F 1, as the
constants 0 and 1 are always known to the attacker.

The equivalence relation between terms is based on the equality of the patterns associated to
each term. A pattern represents the adversary’s view of a term. Patterns extend the grammar
defining terms by the special symbol 0. The pattern of a term replaces encryptions for which
the key cannot be deduced by [. This idea is formally captured by the following function p. The
function takes as arguments a term and a set T of keys and is defined inductively as follows.

p(K,T)=K (K € Keys)

p(i,T) =1 (i € Bool)
p((M,N),T) = {p(M, ) p(N,T))
W(ary.r) = { LR D KT



The pattern of an expression M is defined by
pattern(M) = p(M,{K € Keys | M F K}).

For instance pattern((Ky, {(0,{1}k,)}x,)) = (K1, {0, }k,)-

Furthermore, expressions M and N are formally indistinguishable, written M = N if and only
if pattern(M) = pattern(N)o, where o is a bijective renaming of keys. For example, we have that
0 5_'5 1, K() = K17 {O}Kl = {1}[(0 and <K0,K0> 5_’5 <K07K1>.

Computational setting and hypotheses on the implementation. In the computational setting, one
reasons at the level of bitstrings and algorithms executed on Turing Machines, rather than on
abstract terms. Expressions are interpreted as bitstrings by instantiating each of the symbolic
operations (including the constants) via appropriate algorithms. In particular we assume a com-
putational pairing function that takes as input two bitstrings m, and mso and outputs their con-
catenation (mj, ms). The function is such that m; and ms are easily extractable from (mj, ms).
Furthermore, we use a concrete encryption scheme, which is a triple of polynomial time algorithms
K, &, D for key generation, encryption and decryption respectively. The key generation algorithm
is parameterized by a security, or complexity parameter n € 1*. Intuitively, n defines the key
length. As expected we require that Dy (Ex(m,r)) = m for any k € K(n), message m, and random
bitstring r (that represents the coins of the probabilistic encryption algorithm).

The Abadi-Rogaway result relies on a security notion for encryption schemes termed “type-0”
in the original paper [AR00]. Here, we call schemes that satisfy this notion, which we recall bellow,
simply secure. Informally, secure schemes hide all information about encrypted plaintexts (includ-
ing their length) and hide all information about the encryption key. This notion is significantly
stronger than more standard ones which allow for ciphertexts to reveal the length of the underlying
plaintext as well as partial information about the encryption key. The stronger assumption is used
for simplicity as the Abadi-Rogaway framework can be further refined to only rely on the more
standard notions.

An encryption scheme is secure if for any security parameter 1 and any probabilistic polynomial
time Turing machine A (the adversary) the advantage

Adv(A) = Prlk, k' <& K(n) : ASOE0 O () = 1]—
Pk <& K (1) : AE©:E0) () = 1]

is a negligible function of 7. Here, z & D denotes the random sampling of an element of distri-
bution D and A® is the Turing Machine A that has access to a set of oracles @. Intuitively, one
requires that an adversary cannot distinguish the case where he is given two encryption oracles
encrypting with two different keys from the case where he is given twice the same encryption oracle
always encrypting the constant bitstring representing 0 with the same key. Note that this security
under this notion implies that encryption needs to be randomized, so that an adversary does not
see identical answers when confronted with the second pair of (identical) oracles. In [AR02], the
authors provide constructions for such schemes from standard cryptographic assumption.

A recurrent theme in computational soundness is that of acyclic expressions. The reason is
that an encryption scheme respecting the above security definition may be insecure as soon as the
adversary is given a key cycle. We say that a key K encrypts a key K in a formal expression M
if M contains a subexpression { N}k, and K3 occurs in N. In this way any expression M defines
a binary relation encrypts on keys. We say that an expression contains a key cycle if and only if
the corresponding encrypts relation is cyclic. For instance M; = {K} contains a key cycle as
K encrypts K. In My = {{K1}k, }k, we have that K3 encrypts K;, K3 encrypts Ky and Ko
encrypts K7 and hence Ms does not contain any key cycle. In Abadi and Rogaway’s main result,
key cycles are therefore forbidden. Similar conditions can be found in most soundness results. To
better understand the problem of key cycles suppose that S€ = (KG, &, D) is a secure encryption
scheme and let S&' = (KG', £, D') be defined as follows:

Ex(m,r) if m#k Di(c) if ¢ # (const, k)

I / _ / —
KG =KG, &(m,r)= { (const, k) if m = k * Dk(€) = {k if ¢ = (const, k)



where const is a constant such that for any key k, the concatenation const - k£ does not belong
to the set of possible ciphertexts obtained by £. Obviously, if the attacker is given a key cycle
of length 1, e.g., & (k,r), the attacker directly learns the key. It is also easy to see that S’ is a
secure encryption scheme as it behaves as S€ in nearly all cases (in the security experiment the
adversary can make a query for encrypting k with itself only with negligible probability).

The notion of computational indistinguishability requires that an adversary cannot distinguish
two (families of) distributions, with better than negligible probability. Let D = {D,} and D’ =
{D’,,} be two families of probability distributions. D and D’ are computationally indistinguishable,
written D = D’ if for any 7 and any probabilistic polynomial time Turing machine A, the advantage

Adv(A) = Prlz <& D, : A(n,z) = 1] — Pz <& D)) : A(n,z) = 1]

is a negligible function of 7.

Interpretation of formal expressions and soundness result. The Abadi-Rogaway result links the
notion of pattern equivalence on expressions defined in the previous section with an appropriate
notion of computational equivalence defined on distributions. These distributions are associated
to expressions using the following algorithms that convert formal expressions into bitstrings.

Bitstrings are tagged using types “key”, “bool”, “pair” and “ciphertext”. The Initialize pro-
cedure uses K to generate actual keys for each of the key symbols that occurs in M (that is for
each key K € Keys(M)). Then, then Convert procedure implements encryption using algorithm
E.

Initialize, (M)
for K € Keys(M) do 7(K) £ K(n)

Convert(M)
if M = K (K € Keys) then
return (7(K),“key”)
if M =b (b € Bool) then
return (b, “bool”)
if M = <M1,M2> then
return ((Convert(M;), Convert(Ms)), “pair”)
if M = {M;}k then
z & Convert (M)

R
Y — Exrey (@)
return (y, “ciphertext”)

The Initialize and Convert procedures associate to a formal term M a family of probability
distributions [M] = {[M], }.

Abadi and Rogaway’s main result is that for any formal expressions M and N that do not
contain key cycles, whenever the computational interpretation of the terms uses a secure encryption
scheme (as defined above), then M = N implies that [M] ~ [N]. In other words, they show that
pattern-based equivalence is a sound abstraction of cryptographic indistinguishability.

3 Extensions of the Abadi-Rogaway result

The initial result of Abadi and Rogaway has given rise to many extensions. Some of these ex-
tensions consider the question of completeness of their logic. Other extensions consider different
implementations of encryption (with variants of the initial patterns) as well as other cryptographic
primitives.



Completeness of the Abadi- Rogaway logic. In [MW02,MW04], Micciancio and Warinschi show that
the Abadi-Rogaway logic is not complete as presented in the original paper. Here, by completeness
we mean that M # N implies that [M] % [N], i.e., whenever two formal expressions are not
equivalent, then the computational interpretation of these two messages should be distinguish-
able. Micciancio and Warinschi exhibit a counter-example by constructing a secure encryption
scheme and two symbolic expressions that are not symbolically equivalent, which yet give rise to
indistinguishable probability distribution ensembles.

They show that completeness can be recovered by implementing encryption with a scheme that
is authenticated. Informally, an encryption scheme is authenticated if an adversary cannot produce
a valid ciphertext different from ciphertexts honestly produced by the parties that posses the
encryption key. Gligor and Horvitz [HGO03] further refine this completeness result. They introduce
a new security criterion for encryption schemes, weak key-authenticity test for expressions (WKA-
EXP), which is strictly weaker than authenticated encryption. WKA-EXP is both sufficient and
necessary for completeness.

Public-key encryption. In [Her03,Her05], Herzog shows a similar result as Abadi and Rogaway,
but for public-key encryption. Patterns are generalized in the expected way for expressions that
use public-key encryption. The problem of key-cycles also persists in this setting. To define a key-
cycle of an expression M in the public-key setting one constructs a graph G;: the set of vertices
is the set of public/private key pairs {(pubKy,privKy),..., (pubK,,privK,)}; there exists an
edge from (pubK;, privK;) to (pubK;,privK;) if pubK, encrypts privK,; in M. M has no key-
cycle if Gy is acyclic. Herzog presents a soundness theorem, similar to the one of Abadi and
Rogaway, whenever the encryption scheme used for the computational interpretation provides
indistinguishability under chosen-ciphertext attacks (IND-CCA2 security).

Composed keys. In [LCO04], Laud and Corin extend the original soundness theorem to allow ar-
bitrary expressions as keys. The tricky part is again to handle key-cycles correctly. As arbitrary
expressions are used in the position of keys, the definition of what is a key cycle is not obvi-
ous. Rather than giving an explicit definition of what is a key-cycle, the symbolic adversary is
strengthened and the formal equivalence relation directly captures key-cycles. More precisely, an
expression is not formally equivalent to its pattern whenever a “key-cycle” is present. For instance,
{(KlaK2>}<K1,K2> ‘;’L [ and <{K1}(K1,K2)7 {K2}<K17K2>> §_£ <|:|,|:|> while {Kl}(Kl,K2> = |:|7 because
the second part of the key K5 does not occur anywhere else.

Handling key cycles. Key cycles have gained a lot of attention in the context of computational
soundness. The reason is that there is an inherent difference between their treatment in sym-
bolic models (where such cycles do not cause any troubles) and the computational model (where
standard security definitions do not guarantee security in presence of key-cycles.) There are two
natural approaches to reconcile this apparent difference.

One possibility is to strengthen the symbolic attacker. This is the direction explored by Laud
in [Lau02]. The idea is to modify the symbolic deduction relation so that whenever a key occurs
in a key cycle then it becomes known to the attacker. Laud shows an unconditional soundness
theorem in the style of Abadi and Rogaway (unconditional in the sense that formal expressions
may contain key cycles).

The second possibility is to strengthen the computational notion as to guarantee security even
in the presence of key-cycles. This is the approach adopted in [ABHS05], Adao et al. They consider
a stronger security notion, called key-dependent message (KDM) security which demands security
even in the presence of such cycles. They show that soundness holds in a public-key setting in
the presence of key cycles when a KDM secure encryption scheme is used for the computational
interpretation of encryption. They also prove a separation between standard security notions
(IND-CCA2) and KDM security and demonstrate that IND-CCAZ2 security is not sufficient to provide
soundness in the presence of key-cycles. Schemes secure under the KDM notion can be easily
constructed in the random oracle model, but schemes secure in the standard model seem much
harder to construct. Recently, Boneh et al. [BHHOO08] demonstrated the existence of an asymmetric



encryption scheme secure under key dependent message attacks in a restricted sense: their scheme
does not permit the encryption of messages that depend in arbitrary ways on the set of secret
keys.

In most of the other approaches, one has to assume that key cycles cannot be generated, even
when the adversary interacts arbitrarily with the protocol. Whether a key cycle can be generated
is undecidable in the general case but it has been shown to be NP-complete in the symbolic setting,
for an active adversary and a bounded number of sessions [CZ06].

Partial information leakage and information theoretic security. Adao et al. [ABS05] consider differ-
ent computational implementations of the encryption function. In particular they show soundness
and completeness when which-key and length-key revealing encryption schemes are used. A which-
key revealing encryption scheme allows the adversary to detect when two ciphertexts have been
encrypted with the same key. At the symbolic level this is reflected by indexing the boxes with the
encryption key, yielding a more precise equivalence relation. For instance, pattern({0}x) = Ok
and hence we have that ({0}, {1} k) # ({0}x, {1}x’). A length-key revealing encryption scheme
allows the attacker to learn the length of the plaintext. At the symbolic level the boxes are indexed
with the length of the plaintext to reflect this partial information leakage.

The authors also consider the case where encryption is implemented by a one-time pad. When-
ever encryption keys are only used once they show that one obtains soundness and completeness
with respect to an information-theoretic setting. In such a setting the equivalence is the equal-
ity of the probability distributions rather than indistinguishable by a polynomial-time bounded
adversary.

Hash functions. Garcia and van Rossum [GvRO06] extend the Abadi-Rogaway logic to hash func-
tions. Soundness theorems for hash functions are particularly tricky as in the symbolic model, hash
functions do not leak any partial information about the hashed message. Typical computational
security definitions for hash functions provide weaker guarantees, such as one-wayness. Garcia and
van Rossum show a soundness result when hash functions are implemented using oracle hashing.
Oracle hashing has been introduced by Canetti: it is a probabilistic hash function which requires
a verification algorithm to check whether a hash corresponds to a given message. These are hash
functions that do hide all partial information about the message that is being hashed. In the jour-
nal version [GvR08], they extend Micciancio and Warinschi’s completeness result to hash functions
in a similar way.

Modular exponentiation. Bresson et. al [BLMWO07] give an extension of the Abadi-Rogaway logic
with modular exponentiation. They show how to extend the notion of patterns in order to capture
the information that is leaked through exponentiation, which are essentially linear dependencies
between the various exponents. For example, the symbolic secrecy notion captures the idea that
an adversary can observe that in the expression (g%, g¥, g***¥) the third term can be obtained by
squaring the first one and multiplying it with the second. Non-linear relations, as in the expression
(g%, g¥, g*T®¥), cannot be observed by the adversary. The soundness for the resulting language
relies on a generalization of the Diffie-Hellman assumption which in most relevant cases is implied
by the latter.

In the same vein than [BLMWO07], Mazaré [Maz07, KMO09] presents an extension the Abadi-
Rogaway logic with a bilinear pairing operation. Their soundness result assumes the hardness of
the bilinear decisional Diffie-Hellman problem and an IND-CPA encryption scheme. The soundness
result is illustrated on the Joux tripartite Diffie-Hellman protocol, as well as the TAK-2 and TAK-3
protocols.

Offline guessing attacks. In security protocols passwords or other weak data are often used as
encryption keys. For such protocol an important security property is resistance to offline guessing
attacks. In such attacks an attacker first collects (possibly by interacting with the protocol) some
data. In a second phase, he guesses a password out of a dictionary. If the attacker has a means to
verify that his guess was correct using the data he had gathered, then the protocol is subject to a



guessing, or dictionary attack. In [AWO05a], Abadi and Warinschi have shown soundness results for
protocols that use password encryptions. They define the computational security of a password
encryption primitive: for any two passwords, any polynomially bounded adversary, that is given
these two passwords and given access to an oracle, encrypting samples drawn from a plaintext
distribution, is not able to distinguish whether the oracle uses the first or the second password
for encryption. They also define formal and computational security of expressions against offline
guessing attacks in terms of indistinguishability. Then for symmetric, asymmetric and password
encryptions with secure implementation they show two soundness theorems. The first one is an
extension of the Abadi-Rogaway soundness theorem for indistinguishability. The second theorem
states that whenever a formal expression F hides passwords, then its computational interpretation
also hides passwords. These results hold for IND-CPA secure symmetric and asymmetric schemes,
and for password-based encryption schemes that “securely” encrypt keys and ciphertexts of the
symmetric and asymmetric schemes. In addition, it only holds for expressions that do not contain
key cycles.

Cryptographically controlled access control to XML. A compelling application of computational
soundness against passive adversaries was given by Abadi and Warinschi [AW05b,AW08]. The
focus of that work is the security of a scheme that uses encryption to enforce access control
policies to XML documents. The scheme, designed by Miklau and Suciu [MS03] explains how to
obtain from a given XML document and a given access policy a so-called protection: a partially
encrypted XML document which enforces the original access policy. The guarantees for the scheme
were rather informal.

Abadi and Warinschi formalize the scheme using a symbolic language for expressions that
extends the one of Abadi and Rogaway with secret sharing schemes. Then, they show that secrecy
as demanded by the policy used to create a certain protection on an XML document is satisfied
in a symbolic sense: data that should be secret according to the policy is symbolically secret in
the expression that describes the protection. It then follows using the computational soundness
of the language for expressions that the same data is also computationally secret. The soundness
results hold for implementations that use IND-CPA encryption schemes and n-out-of-n secure secret
sharing schemes.

Soundness against an adaptive adversary. Micciancio and Panjwani [MPO05] show a soundness
result for encryption and pairing in the presence of a slightly stronger, adaptive adversary. Sound-
ness is defined through the following experiment. An adversary has access to a left-right oracle,
which given on input two terms M and My, returns a sample of the computational interpretation
of My, where b is the challenge bit of the oracle. The adversary can interact with the oracle but
is only allowed to submit queries such that the sequence of queries (M{, MJ}), ..., (M{, M%) sent
to the oracle is such that (M7, ..., M{) is formally equivalent, i.e. has the same pattern up to
renaming, to (M3, ..., M%). The adversary wins if he succeeds in outputting b with non-negligible
probability. Note that the oracle is stateful and implements terms in a consistent way, i.e. if a key
has been drawn in a previous query the same value is reused in subsequent queries. An adaptive
adversary is strictly stronger than a purely passive one as he can choose his queries after having
already obtained the implementation of some terms. On the technical level, the fact of having an
adaptive adversary raises the problem of selective decommitment which is overcome by imposing
the following condition: if a key is used to encrypt a message it either must have been sent pre-
viously in plaintext or it never appears in plaintext. The usefulness of an adaptive adversary is
illustrated by deriving computationally sound symbolic model for the analysis of multicast key
distribution protocols. In this model, the adversary cannot directly interact with the protocol
participants, but he can influence the control flow.

4 Soundness of static equivalence

Baudet, Cortier, and Kremer have considered a more general alternative to the approach de-
scribed in the previous sections. They develop a framework in which symbolic secrecy is ex-



pressed in terms of static equivalence, a well-established equivalence relation from cryptographic
pi-calculi[BCK05,BCK09]. This approach is more general in that it does not depend on a particular
set of primitives.

Abstract and computational algebras. Independence from a particular primitives is reflected in their
use of an arbitrary abstract algebra to describe the messages exchanged in a protocol. The algebra is
defined over a many-sorted first-order signature equipped with an equational theory. For instance,
symmetric, deterministic encryption is modeled by the theory E.,. generated by the classical
equation dec(enc(z,y),y) = x. Equality between two terms is generally interpreted modulo the
equational theory (denoted =g for an equational theory E). For example, dec(enc(m, k), k) =g.,,.
m. Given an abstract signature a computational algebra A is defined by associating to every sort
s of the abstract algebra a set of bitstrings [s] , € {0,1}* with an efficient procedure for drawing
random elements, and to every function f a computational function [f] ,. Given a symbolic term
T, a distribution [T7] , is associated by drawing a random element of the corresponding sort for
each name and replacing each function symbol by its computational counterpart.

Security notions, soundness, and faithfulness. The two security notions which are considered are
deducibility and static equivalence. Deducibility formalizes which are the terms that an attacker
can compute from a given sequence of terms. Static equivalence models whether two sequences
of terms can be distinguished. Both deducibility and static equivalence are parameterized by an
equational theory. In this approach, static equivalence replaces the pattern-based formal equiva-
lence.

To reason about the soundness of implementations Baudet et al. define soundness for the three
relations =g, Fp and ~g. Soundness of =g means that whenever two terms are symbolically
equal (modulo E), any sample drawn from the distribution implementing those terms should be
equal with overwhelming probability. Soundness of =g is generally a hypothesis which reflects
that the equational theory is a reasonable abstraction of the primitives. Similarly, they define
soundness for deducibility and static equivalence. When a term is not deducible from a sequence
of terms, then an attacker given the distribution implementing the given sequence of terms, should
be able to output a sample of the distribution implementing the term with only negligible property.
When two sequences of terms are statically equivalent, then the distributions associated to these
sequences should be indistinguishable.

Faithfulness of those three relations on the other hand represents a strong version of com-
pleteness. Whenever two terms are not equal, a term is deducible or two sequences of terms are
not statically equivalent, a computational adversary can show this with overwhelming probabil-
ity (rather than non-negligible probability which would be completeness). Intuitively, when the
relations are faithful, for any symbolic attack there exists an efficient computational attack.

It is shown that for many theories ~g-soundness implies all other notions of soundness and
faithfulness. This emphasizes the importance of =~ g-soundness.

Examples: groups, XOR, ciphers and lists In [BCK05,BCK09], Baudet et al. consider several equa-
tional theories to illustrate their framework. First they show the ~pg-soundness of an equational
theory modeling groups implies the hardness of several classical cryptographic problems: the dis-
crete logarithm, computational Diffie-Hellman, decisional Diffie-Hellman and RSA problems. Note
that this is not a soundness result. It shows that any candidate implementation for ~g-soundness
requires at least the hardness of the usual cryptographic problems. Second, they show the uncondi-
tional ~g-soundness of a theory of XOR. The soundness proof reflects the unconditional security
(in the information-theoretic sense) of the One-Time Pad. Finally, they show ~g-soundness of
a theory of ciphers and lists (ciphers are deterministic, length-preserving, symmetric encryption
schemes).

Soundness of offline guessing attacks and static equivalence. In [ABWO06], Abadi, Baudet and
Warinschi use the framework of [BCK05,BCKO09] to show =~ g-soundness for an equational theory
useful in the context of offline guessing attacks. This theory includes symmetric, and asymmetric



encryption as well as pairing. A consequence of this soundness result is its applicability to defining
and reasoning about off-line guessing attacks in terms of static equivalence. The result is an
intuitively appealing implication to computational security against off-line attacks.

Static equivalence vs formal indistinguishability relations. In [BMS06], Bana, Mohassel and Stegers
argue that the notion of static equivalence is too coarse and not sound for many interesting
equational theories. They introduce a general notion of formal indistinguishability relation. This
highlights that soundness of static equivalence only holds for a restricted set of well-formed frames
(in the same vein Abadi and Rogaway used restrictions to forbid key cycles). They illustrate the
unsoundness of static equivalence for modular exponentiation.

Formal indistinguishability extended to the ROM In [ELNO09] the authors extend Bana et al.’s ap-
proach [BMS06], by introducing a notion of symbolic equivalence that allows them to prove security
of encryption schemes symbolically. The aim of this work is to prove the security for generic en-
cryption schemes that transform one-way functions to IND-CPA secure encryption schemes. They
proposed general definitions of formal indistinguishability relation and formal non-derivability re-
lation, that is symbolic relations that are computationally sound by construction. They extended
previous work with respect to several aspects. First, their framework can cope with adaptive
adversaries. This is mandatory in order to prove IND-CPA security. Second, many general con-
structions use one-way functions, and often they are analyzed in the random oracle model: hence
the necessity to capture the weak secrecy in the computational world. Third, their closure rules is
designed with the objective of minimizing the initial relations which depend of the cryptographic
primitives and assumptions. Finally they illustrated their approach on several generic encryption
schemes: Bellare and Rogaway in [BR93|, Hash El Gamal [BLKO0O] and the scheme proposed by
Pointcheval in [Poi00].

Adaptive soundness of static equivalence. The analogue of [MPO05], but for the setting where
pattern based equivalence is replaced with static equivalence, has been provided by Kremer and
Mazaré [KMO07] who extend the framework of [BCKO05]. In this case, adaptive soundness is de-
fined through an experiment. The adversary interacts with a left-right oracle, which given two
symbolic terms, returns either a sample of the concrete implementation of the first or the second
term, according to the oracle’s challenge bit. As in [MPO05], the adversary is restricted to only
provide queries such that the left-hand terms and the right-hand terms form two statically equiva-
lent sequences, rather than pattern-equivalent sequences. They show adaptive soundness of static
equivalence for an equational theory modeling modular exponentiation (for a class of well-formed
frames, hence not contradicting [BMS06] and under similar assumptions as in [BLMWO07]), as well
as symmetric encryption with composed keys which can be computed using modular exponentia-
tion or exclusive or.
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Abstract

In this paper, we introduce a symbolic model to analyse protocols that
use a bilinear pairing between two cyclic groups. This model consists in
an extension of the Abadi-Rogaway logic and we prove that the logic is
still computationally sound: symbolic indistinguishability implies compu-
tational indistinguishability provided that the Bilinear Decisional Diffie-
Hellman assumption holds and that the encryption scheme is IND-CPA
secure. We illustrate our results on classical protocols using bilinear pair-
ing like Joux tripartite Diffie-Hellman protocol or the TAK-2 and TAK-3
protocols. We also investigate the security of a newly designed variant of
the Burmester-Desmedt protocol using bilinear pairings. More precisely,
we show for each of these protocols that the generated key is indistin-
guishable from a random element.

Keywords:  Security, Formal Methods, Dolev-Yao Model, Computa-
tional Soundness, Bilinear Pairing

1 Introduction

Recently bilinear pairings such as Weil pairing or Tate pairing on elliptic and
hyperelliptic curves have been used to build several cryptographic protocols.
One of the first practical pairing-based protocols has been designed by Joux
in [29] where a key exchange protocol based on pairing is proposed. This pro-
tocol allows three participants to build a shared secret key in a single round.
However this protocol was only designed to be secure in the passive setting and
is subject to man-in-the-middle attacks. Several key exchange protocols that
extend this original protocol were developed, either to ensure some form of au-
thentication [6] or to extend it to a group setting [10]. Pairings were also used
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as a robust building block for other cryptographic primitives such as identity
based encryption schemes or signature schemes [21].

Our contributions. In this paper, we propose an extension of the symbolic
model from Dolev and Yao [20] for protocols using bilinear pairing and sym-
metric encryption. To the best of our knowledge, this is the first time pairings
are considered in a Dolev-Yao like model. Moreover we prove that our sym-
bolic model is sound in the computational setting: if there are no attacks in the
symbolic setting, then attacks in the computational setting have only a negligi-
ble probability of success. This is done by extending the Abadi-Rogaway logic
from [3] to symbolic terms using pairings. In particular, we need to adapt for-
mal indistinguishability and keep track of linear relations between polynomials
which an adversary might use to distinguish terms. The notion of key cycles
needs also to be extended in a non-trivial way, again keeping track of linear
relations. We use classical cryptographic assumptions from the standard model
to prove soundness: the symmetric encryption scheme has to satisfy indistin-
guishability against chosen-plaintext attacks (IND-CPA) and the bilinear map-
ping has to satisfy the bilinear decisional Diffie-Hellman assumption (BDDH).
The proof also relies on a technical result of independent interest, which states
that BDDH implies an extended version of BDDH similar to recent results on
DDH [13]. Under these assumptions, our soundness result can be used to prove
computational security of protocols such as Joux tripartite Diffie-Hellman pro-
tocol [29] or the TAK-2 and TAK-3 protocols from Al-Riyami and Paterson [6].
By computational security we mean that the generated key is indistinguishable
from a random element. To illustrate the scope of our result we also design a
new pairing based variant of the Burmester-Desmedt [14] protocol and prove its
security in the passive setting.

We stick to the passive setting of [3]. This setting is restrictive compared to
results for active adversaries. However this restriction can be partially removed.
As shown by Katz and Yung [30], it is possible to automatically transform a (key
agreement) protocol that is secure in the passive setting into a protocol that is
secure in the active setting. Hence a protocol that is provably secure against
active adversaries can be designed using the following methodology: (i) design
a protocol and prove that it is secure against a passive, symbolic adversary;
(#1) use the soundness result of this paper to conclude that this protocol is
secure against passive adversaries in the computational setting; (4i) apply the
Katz and Yung compiler to generate a protocol that is secure against active
adversaries in the computational setting.

Related work. This result follows the line of a recent trend in bridging the
gap which separates the symbolic and computational views of cryptography.
This work started with [3, 2] where only passive adversaries are considered.
Further work focused on extending this result by considering the active set-
ting and by adding cryptographic primitives. The active setting has been ex-
plored through a rich and generic framework by Backes et al. in [7] and sub-



sequent papers. Micciancio and Warinschi later proposed another soundness
result for the active case in [34]. They consider a less general framework but in
their model automatic verification of protocols in the symbolic model is possible
through existing tools. This model was later extended in [18, 28] in order to
remove some of the original limitations and to consider digital signatures. The
work of Canetti and Herzog [15] shows that symbolic proofs obtained by the
tool ProVerif imply universal composable security for a restricted class of key
exchange protocols.

In the passive setting, numerous cryptographic primitives have been stud-
ied. Baudet et al. [11] consider exclusive or and ciphers. Low entropy pass-
words which are subject to guessing attacks are studied in [1]. Garcia and van
Rossum [22] prove soundness of symbolic hashes by using probabilistic hash
functions. In [4] a stronger variant of semantic security is used to allow sym-
metric encryption schemes in the presence of key cycles. Adao et al. [5] allow
symmetric encryption which leaks partial information about the length and the
key. Laud and Corin [31] did consider composed keys. There have also been
results on completeness of symbolic models [33, 26, 5, 11]. However we are not
aware of any computational soundness result involving pairing-based protocols.

Variants of the classical Diffie-Hellman assumption are used to character-
ize the security of bilinear pairings [29]. Hence the concept and difficulties of
considering pairings are close to those introduced by considering Diffie-Hellman
exponentiation. But computational soundness for this primitive has only been
considered in a few works. In [24, 19, 35, 36], results for protocols based on
Diffie-Hellman exponentiation are given for the computational protocol com-
position logic. Herzog presents in [25] an abstract model for Diffie-Hellman
key exchange protocols; however in this work the abstract model is very dif-
ferent from classical Dolev-Yao models for modular exponentiation [16] as the
adversary is extended with the capability of applying arbitrary polynomial time
functions. Bana et al. discuss some of the difficulties to obtain computational
soundness for Diffie-Hellman exponentiation in [8]. More recently, Bresson et
al. [13] extended the computational soundness result of Abadi and Rogaway [3]
to Diffie-Hellman exponentiation. This result relies on a powerful generalization
of the Decisional Diffie-Hellman (DDH) assumption and its equivalence with the
original DDH assumption. However pairings are not considered in their work,
neither in the computational soundness result, nor in the generalization of DDH.

Outline of this paper. The next section recalls the necessary definition for
bilinear pairings and introduces BDDH security. Section 3 details our symbolic
model: terms, deducibility and equivalence are defined in this setting. In sec-
tion 4 we present our computational setting by giving concrete semantics to
symbolic terms. Our main soundness result is given in section 5: symbolic
indistinguishability implies computational indistinguishability for secure cryp-
tographic primitives. Section 6 illustrates this soundness result on some simple
protocols using bilinear pairings. Finally a short conclusion is drawn in section 7.



2 Preliminaries on Bilinear Pairings

In this section, we briefly recall the basics of bilinear pairings. The formal
definition is given in section 4. Let G; and Gs be two cyclic groups of same
prime order ¢q. Let g1 be a generator of G;. We use multiplicative notations for
both groups. A mapping e from G; x Gy to Go is called a cryptographic bilinear
map if it satisfies the three following properties.

e Bilinearity: e(g7,g7) = e(g1,9,)™ for any z,y in Z,.

e Non-degeneracy: e(gy, g;) is a generator of Gy which is also denoted by
g2, i'ew 92 7& 1@2'

e Computable: there exists an efficient algorithm to compute e(u,v) for
any u and v in Gj.

Examples of cryptographic bilinear maps include modified Weil pairing [12]
and Tate pairing [9]: G; is a group of points on an elliptic curve and G is a
multiplicative subgroup of a finite field. The traditional notation for group G;
originates from elliptic curve groups and thus is additive. However we prefer a
multiplicative notation in order to simplify our symbolic model of section 3.

The classical decisional security assumption for groups with pairing is the
Bilinear Decisional Diffie-Hellman (BDDH) assumption. This assumption states
that it is difficult for an adversary that has access to three elements of G, g7,
g} and g7 to distinguish ¢g3¥* from a randomly sampled element g5 of G.

A simple key exchange protocol has been proposed by Joux in [29]. This
protocol is an extension of the classical Diffie-Hellman key exchange for three
participants. Let A, B and C be the three participants. Each of them randomly
samples a value in Z, (denoted by z for A, by y for B and by z for C'). Then
the three following messages are exchanged:

(1) A — B,C : ¢¢ (2) B — A C : gY 3)C — A/B : ¢f

The shared secret key is g5?~. It is easy to check that A, B and C can compute
this key by using the bilinear map e on the two messages that they have received.
Security of this protocol with respect to key indistinguishability in the passive
setting is identical to the BDDH assumption [29]. No form of authentication is
provided in this protocol, so it is trivially subject to man-in-the-middle attacks.

In the following sections, our objective is to provide a symbolic model for
protocols using bilinear maps and to give a computational justification of this
model. We stick to the passive setting but as noted earlier this is not a real
restriction thanks to the Katz and Yung compiler [30]. As usual the computa-
tional setting is parameterized by a security parameter 1 which can be thought
of as the key length. Adversaries are probabilistic polynomial-time (in 7) Tur-
ing machines. In this paper, we suppose that the adversaries are given implicit
access to as many fresh random coins as needed, as well as to the complexity
parameter 7).



3 The Symbolic Setting

In this section, we introduce the symbolic view of cryptography: messages are
represented as algebraic terms, the adversary’s capabilities are defined by an
entailment relation - and an observational equivalence =. This equivalence is
an extension of the well-known Abadi-Rogaway logic to terms using symmetric
encryption and pairing. The main difference with the original logic is that we
introduce generator g; for the first group (G1), and generator g, for the second
group (Gz) as well as an infinite set of names representing exponents.

3.1 Terms and Deducibility

Let Keys and Exponents be two countable disjoint sets of symbols for keys
and exponents. A power-free 3-monomial is a product of three distinct expo-
nents and a power-free 3-polynomial is a linear combination of monomials using
coefficients in Z (with no constant coeflicient). Hence let z1, x2, x3, 4 and
x5 be five distinct elements of Exponents, 2xxox3 + 32475 is a power-free
3-polynomial but x%xg and z1zox3+1 are not. We let Poly be the set of power-
free 3-polynomials with variables in Exponents and coefficients in Z. With a
slight abuse of notation, we often refer to power-free 3-monomials as monomials
and to power-free 3-polynomials as polynomials. Our symbolic setting is re-
stricted to 3-monomials because this is the classical way to use bilinear pairing;
using pairings with monomials of order different than 3 might be unsafe.

Let k£, x and p be meta-variables over Keys, Exponents and Poly respec-
tively. Polynomials can be used as exponents and the set T of terms is built
using symbolic encryption and concatenation of keys, exponents and exponen-
tiations:

msg = (msg,msg) | {msgtrey | x| key | g7
key == k|gb

Term (t1,t2) represents the pair composed of terms ¢; and ta, {t}; represents
(symmetric) encryption of term ¢ using key k. In the remainder of the paper
we will sometimes use tuples instead of nested pairs in order to simplify the
notation. {t} g¢ represents encryption of term ¢ using a key derived from g% (in
the computational semantics we assume the implicit application of a determin-
istic key extraction algorithm Kex which is detailed below). ¢ and g represent
modular exponentiation of g; (generator of the first group) and g2 (generator
of the second group) to the power of an exponent z in the first case and a
polynomial p in the second case.

We use classical notations for manipulating terms. A position is a finite
word over the natural numbers, € denotes the empty word and w; - wo is the
concatenation of wy and ws. The set of positions pos(t) of a term ¢ is inductively
defined as pos(z) = pos(k) = pos(g;) = {€} and pos(f(t1,t2)) = {e}UU;c(1 2y O
pos(t;) where f represents either pairing, encryption or exponentiation. If p is
a position of ¢ then the expression t|, denotes the subterm of ¢ at the position
p, z'.e., t|€ =t and f(tl,t2)|i.p = ti‘p.



Example 3.1 Let t = (k,{k'}r). The set of positions pos(t) of t is {€,1,2,2 -
1,2 2}. Moreover, t|; = t|a.o = k and tlaq = k'.

We say that gy occurs at a key position in term t if {t'}r is a subterm of
t for some t'. Otherwise we say that gh occurs as data. Note that in a same
term g5 may occur both at a key position and as data. An exponent x can be
used as an exponent of either g1 (e.g., in term g¢7) or g2 (e.g., in term g572™*).
Otherwise, if = is not used used as an exponent of either g; or go, we say that
x is used as data.

For any term ¢, pol (¢) designates the set of polynomials p such that g5 is a
subterm of ¢ and mon (t) designates the set of monomials used by polynomials

in pol (t).
Example 3.2 Lett = ({k}gzﬁzgz3+m4z5zﬁ,gfl,g§1m2x3). Then pol (t) = {2z1 2223+
2

T4X5%6, 12223} and mon (t) = {x1x2x3, T4T526}.

Equality between polynomials is considered modulo the classical equational
theory: associativity and commutativity for addition and multiplication, dis-
tributivity of multiplication over addition. Equality can easily be decided, for
instance by rewriting polynomials in some normal form Y i A\zi"' .. . 2}""
and comparing these normal forms.

First we define a deduction relation E  t where F is a finite set of terms
and t is a term. The intuitive meaning of F F ¢ is that ¢t can be deduced from
E. The deducibility relation is an extension of the classical Dolev-Yao inference
system [20]:

te E FEF (tl,tg) EF (tl,tQ) EF {t}key E+ k‘ey
Er-t EFt E -ty Ert

Note that we did not consider composition rules such as if t; and t5 are deducible
then (t1,t2) is also deducible. Indeed these rules are not necessary as deduction
is only used to check whether some key can be deduced from a term. As keys are
atomic, it is sufficient to consider the four previous rules. By atomic we mean
that keys do not include pairs or encryptions but they may obviously be of the
form gh. We add four new deduction rules in order to handle pairing. The three
first rules correspond to the three possible ways to obtain an exponentiation
957" using the cryptographic bilinear map:
Etrx Erg! Erg? Erz Eby EFg; Frz EFy EbFz
Etr g¥* Et+ g3¥* Et+ g3¥*

Note that these three rules correspond to “real” capacities of the adversary in
the computational setting. In the first case, an adversary knowing g7 and g7 can
use the bilinear map to produce g5°. As he also knows x he can exponentiate
95" to obtain g5¥*. In the second case, the adversary knows y so he can produce
g} and act as in the first case. Finally, the third case is also similar, as the

adversary can compute g and act as in the second case.



The fourth rule handles linear relations between polynomials.

Et+ g5 Ekgg/\eZ
El_gg\erq

In the computational world an adversary can multiply two group elements g5
and gJ in order to get g57%. He can also exponentiate a group element g& and
obtain g3”. Thus it is feasible for the adversary to produce gy?™? from g% and
93-
Given this deduction relation we can define the set of deducible keys of term
t as
Kt)={k|tEk}U{g5|tt g5 Agh is a subterm of ¢}

After adding the new deductions, the deducibility relation is still decidable.

Proposition 3.3 Let t be a term and E be a finite set of terms. Then de-
ducibility of t from E is decidable.

Proof. In this proof, we use the notion of reachability. First remember that a
key term is either an element k of Keys or an exponentiation g where ¢ is an
element of Poly.

A subterm t' of t is reachable from t using a set K of key terms, iff there
exists a position p in ¢ such that ¢|, = ¢’ and for any prefix p’ of p, i.e., p = p'-p”,
if ¢|,/ is an encryption {u}ge, then key € K.

We first show that the set K (t) of deducible keys is computable. Note that
K (t) is bounded (for inclusion) by the set of keys and exponentiations of ¢t. The
set K (t) can be iteratively computed as follows.

1. Initially, K is empty.

Iterate the following steps until reaching a fix-point:

2. At each step, any key k and exponentiations g5 that is reachable in ¢ using
keys and exponentiations from K is added to K.

3. We build the set of reachable monomials »m which contains all the mono-
mials x1xox3 from ¢ such that either

e 11, 9 and x3,
e or 1, T2 and g7?,
e or x1, g7* and g¢7*®

are reachable in t using K.

4. At the end of each step, if p is a polynomial from pol (¢t) which is a linear
combination of polynomials from K and monomials from rm, then g¢b is
also added to K.

Now let t be a term and E a finite set of terms t; to t,.



1. If t is an atomic key k, then t is deducible if and only if k appears in
K((t1,-..,tn)). Thus deducibility is decidable.

2. Else if ¢ is a key g3, then t is deducible if and only if E, {k},» I k where
k is a fresh atomic key (i.e., k does not appear in E). Thus deducibility
can be decided as in the previous case.

3. Otherwise ¢ is either an exponent, or a pair, or an encryption, or an
exponentiation of g;. As we do not have any composition rule in the
definition of -, ¢ is deducible if and only if ¢ appears as a subterm in one
of the t; and is reachable using K ((¢1,...,t,)). Hence a decision algorithm
can first build K = K((t1,...,t,)) then check for reachability of ¢ in any
of the t; using K.

O
Alternative definitions are possible for the deduction system. For example,
we could consider adding the deduction rule 5_2”; . Then rules % and
1
Erx Ery ErFz :

Brgt7 would not be necessary anymore and the computational soundness
2

results presented later in this document would still be true. However we stick to
our deduction system as it reflects in a simple way how a key g5 can be deduced
from other terms.

Note that we have only shown decidability of the deduction relation. As,
in contrast to a computational adversary, a symbolic adversary is not resource-
bounded (in particular it is not polynomial-time bounded) we do not need to
detail the complexity for our soundness result. From a verification perspective,
efficient algorithms are of course needed which would require a more fine-grained
complexity analysis of the above procedure.

3.2 Equivalence

Patterns. Patterns are used to characterize the information that can be ex-
tracted from a term. These patterns are close to those introduced in [3, 32] but
are extended in order to handle modular exponentiation. We introduce a new
symbol [J representing a ciphertext that the adversary cannot decrypt. More-
over we consider that the encryption scheme is not necessarily key-concealing.
Hence it may be possible for an adversary to observe whether two ciphertexts
have been produced using the same key.

Let t be a term and K be a finite set of keys and elements of the second
group gb, then the pattern of ¢ using K, pat (¢, K) is inductively defined by:

pat ((tl,t2)7K) = (pat (tl,K),pat (tQ,K))

pat ({t/}keya K) = {pat (t/7 K)}key if key c K
pat ({t/}keya K) = {D}k:ey if k;ey ¢ K
pat (a, K) = a for a in x, k, g¢ and ¢

The set K is used to store keys that are known by the adversary.



We say that two terms t; and to are equivalent, t = to, if they have the
same pattern: t; = to if and only if pat (¢t1, K(¢1)) = pat (t2, K(t2)). Intuitively
patterns hide information that are encrypted with undeducible keys. Hence two
terms have the same pattern if the information that can be extracted is the
same, so it is impossible to distinguish these two terms.

Equivalence up to renaming. We allow (bijective) renaming of keys in a
similar way as [3] but renaming of polynomials is slightly more complex and
relies on a linear relation preserving bijection between polynomials. Let us
illustrate this on the two following examples.

e Let t; be the term (z1,zo, g}*, g5**>"¢, g3 *>*3 %4576 ) and t5 be the term
(w1, 2,972, g5+ 757, g57"3%). A bijection from polynomials of 5 to poly-

nomials of ¢; could be
{7289 = T1T2X3 + T4T5T6 5 TaT5Te — TaT5T6)

However this bijection does not correctly preserve linear relations. In term
ty, gyrreTsTTATITe can bhe obtained by multiplying g3***¢ with g3'*>"s
(which is obtained by applying the bilinear map to g7 and g7® and raising
the result to the power z1). In term tg, g57"®"® cannot be obtained in a

similar way.

e Let t; be the term (9564%%7 9511213+I4I5$6) and o be the term (g§4$5$6’ 937181‘9).
The associated bijection is

{7289 = T1T2%3 + T4T526 5 TaT5T6 — TaT5T6)

This bijection correctly preserves linear relations as gj'*>***#4%5%6 cannot

be obtained from other parts of ¢; (x1z2x3 + 42526 is not involved in any

linear relations) and ¢g57"3" cannot be obtained from other parts of to.

In order to properly define what is a linear relation preserving bijection, we first
introduce the set dm(t) of deducible monomials from t, i.e., monomials that can
be obtained using the bilinear map operation (this is a slight abuse of notation
as a monomial m may not be deducible itself while its exponentiation g3* is
deducible). A monomial zixex3 from mon (¢) is in dm(t) if one or more of the
following conditions hold:

e 11, ro and x3 are deducible from ¢,
e 11, 29 and g7?® are deducible from ¢,
e 11, g1* and ¢7® are deducible from ¢.

We can now formalize the definition. Let to and ¢; be two terms. A bijection
o from pol (t3) to pol (t1) is linear relation preserving for to and t; if the same
linear relations are verified between polynomials from ¢5 and their image using
o. However monomials from dm(ts) cannot be renamed as they are linked to



other parts of term to due to the bilinear pairing. Formally, o has to verify the
following condition:

VD1, ooy Pn € pol (t2), Yaq,...,an € Z, Vmy,...,my € dm(ts), Yby,...,by € Z,

n n' n n’
doawi=) bimy &Y ailpio) =) bim;
i=1 j=1 i=1 j=1

Reconsider our first example: ¢; is the term (zy, g, g7?, g5**>"¢, g5 #2*atravs%0)
and to is the term (z1,x2, 973, g5*"*", g57"%"®). We define the bijection o =

{x7w819 — T12223+ 42516} We have that o is not a linear relation preserving
bijection for ¢o and t; because xixox3 is in dm(ty) and

(x72829) + (—1)(242526) # T1T223
but (xrx8x9)0 + (—1)(zax526)0 = (T12203 + T4T5T6) — (T4X5T6) = T1T2X3

Definition 3.4 Two terms t1 and ty are equivalent up to renaming, t; = to if
they are equivalent up to some renaming of keys of polynomials.

ty 2t iff doy a renaming of Keys
Joo a bijection preserving linear relations from pol (t2) to pol (t1)

such that t1 = tyo109

In this definition of equivalence, we have not considered renaming of Exponents
to preserve simplicity but this can easily be added. Using this new definition,
an interesting result is the decidability of equivalence up to renaming.

Proposition 3.5 Let t; and ty be two terms. FEquivalence up to renaming of
t1 and ty is decidable.

Proof. As detailed in the proof of proposition 3.3, there exists an algorithm that
takes as input a term ¢ and outputs the finite set K(¢). This allows us to build
an algorithm that takes as input a term ¢ and outputs pat (¢, K(t)).

Let ¢t and t5 be two terms. Then it is possible to compute pat (1, K (¢1))
and pat (t2, K (t2)) (and so equivalence without renaming, =, is decidable).

In order to decide equivalence up to renaming of terms ¢; and to, we apply a
unification algorithm recursively on pat (¢1, K(¢1)) and pat (t2, K(t2)) resulting
in a renaming o; and a bijection o9 from pol (t3) to pol (¢1). This unification
algorithm takes two terms u; and us as an input and works as follows:

1. If uy is a pair (vi,w;) and ug is a pair (ve,ws) the algorithm is applied
recursively on v; and vy resulting in o7 and oo. This algorithm is also
applied recursively on wy and wy resulting in o} and o4. If o4 and o} are
compatible (i.e., for any atomic key k that is in the domain of both o7 and
o1, kop = ko) and o9 and o) are also compatible, then u; and uy can be
unified resulting in o7 U o} and o9 U o}, Otherwise u; and ug cannot be
unified and ¢; and ¢y are not equivalent up to renaming.

10



2. If uy is an encryption {v; }rey, and ug is an encryption {vs } ey, we proceed
as for pairs in the previous point: v; and vs are unified, key; and keys
are unified and the compatibility is checked.

3. If uy is an atomic key &y and ug is an atomic key k2. Then o7 = {k2 — k1}
and oy = 0.

4. If uy is a key gb' and us is a key gb? then oy = 0 and o9 = {p2 — p1}.

5. If uy is an exponentiation gi' and ug is an exponentiation gy? or if u; is

an exponent x; and us is an exponent xy and x; is equal to xo, then wug
and us can be unified resulting in o7 = oo = (). Otherwise ¢; and ty are
not equivalent up to renaming.

6. Otherwise, u; and us cannot be unified and terms ¢; and to are not equiv-
alent up to renaming.

Now, it only remains to check that o is a linear relation preserving bijection
for to and t;. First the set dm(t2) is computed. Notice that elements of dm(t2)
are monomials using exponents from t¢s. For each possible monomial m, m is in
dm(ts) if and only if m = x129x3 and one of the three following holds:

e x1, o and x3 are reachable in to using K(t2).
e 1, x2 and g7® are reachable in t5 using K(tq).
e 1, g7* and g7® are reachable in ¢y using K (t2).

In order to check that oo preserves linear relations of to we need to check
that oo does neither remove nor add any linear relation. To check whether o9
removes a linear relation in ¢, we use the following algorithm. Let P be an
initially empty set of polynomials. The algorithm iterates on polynomials from
pol (t2). For each such polynomial p, the algorithm tests whether p is involved
in a linear relation with polynomials from P and monomials from dm(t3). This
can be tested by checking whether the system of linear equations ), ., Aipi +
doi<ici Nymj —p=0with P ={p1,...,pn} and dm(t2) = {m1,...,m;} has a
solution, e.g. using Gauss elimination. If this is the case, then if poy verifies the
same relation with Pog and dm(ty), the algorithm continues, else if the relation
is not satisfied by pos, Pos and dm(ts), then oy is not linear relation preserving.
If p is not involved in a linear combination with polynomials from P, then p is
added to P. After that, the loop continues. As pol (t2) is finite, this algorithm
always terminates. To check whether o, adds a linear relation to to, we use
the previous algorithm and (equivalently) check whether oy ! removes a linear
relation in t7. O

3.3 Examples

Here we give some examples that illustrate the choices we made when defining
the equivalence. These choices are motivated by the possibilities of adversaries

11



in the computational setting. Unlike [3], our symbolic model does not include
symbolic constants like 0 or 1 as data. However these constants can be easily
encoded using for instance two key names kg and k; which are explicitly revealed.
Then 1 denotes k1 and 0 denotes k. Instead of verifying the equivalence between
t and ¢/, we check whether (ko, k1,t) and (ko, k1,t’) are equivalent.

1.

~

{0} = {1};. This example shows that symmetric encryption perfectly
hides its plaintext.

. ({0}, {0}r) = ({0}k,{1}x). Symmetric encryption also hides equalities

among the underlying plaintexts. To achieve this, encryption has to be
probabilistic. As modular exponentiation is deterministic, we cannot ask
modular exponentiation to hide such relations.

(97,972, 97%,95°7") = (g7, g7, 9i*, g5 *"*). This example illustrates
security of Joux’s protocol [29] against passive adversaries. The adversary
observes the unfolding of the protocol where three exponentiations are
exchanged. These exponentiations allows the three participants to build

a shared secret key ¢5'"2"®. Then the adversary cannot distinguish the

shared key from a randomly sampled element of the second group g,'*>"?
(as the order of the group is prime, g,'“*>"® has a uniform distribution over

elements of the second group).

Moreover the symbolic setting can be used to verify that each participant
is able to compute the shared key. For example the first participant gen-
erates exponent z; and receives ¢g7? and g7® from the second and third
participants. Using this knowledge, he is able to compute the shared secret
key as w1, g7%, 91° b g5t **".

(gf] ) 95182 ) 931037 {0}g§1m213) = (ggltl ) ggltza g;fav {1}g;112m3 ). This example com-
bines the Joux protocol with an exchange of secret information using the
shared key. Thus in this example symmetric encryption and bilinear pair-
ing are used simultaneously.

(gfl ) gf27 gfgv T4,T5,T6, g§1w2w3+a:4a:5a:6) = (gfl ) gffz ) g:fgv L4, L5, 26, g;1$2$3)'
Let t5 be the second term in the equivalence relation. This example il-
lustrates a more complex renaming. The adversary has access to some
exponents from the key g3'*>*3 #4576 byt is still unable to distinguish it
from a randomly sampled key. z4z5T6 can be seen as a vulnerable part
of the key but zjzoxs makes the whole key secure. The two terms are
equivalent up to renaming because bijection {x}xhzh — x93+ T4T576}
is linear relation preserving; indeed z}zbx} and x12023 + z4x5x6 are both
not involved in any linear relation with monomials from dm(tz).

In the following example, there are two shared keys.
O
(91", 917, 9%, T4, T5, g, g5 ATITIAERS g RTe)

’ ’ ’ ’ / ’
T1 T2 T3 TITHLTE XX TG
% (gl y 917591 %4, X5, L6, 9o 192" 7 )

12



Let t; and t2 be the first and second term in this (non-)equivalence rela-
tion. The bijection o = {&}xhah — 210205 + Taws26 5 TYxiTl — T1T2T3 )
is not linear relation preserving. Indeed, the monomial x4z5x¢ is in dm(ts)
and there is a relation among polynomials used in the two keys of ¢; and
r425T¢ which is not true in to:

(@) wyz3)o + (1) (2haswg)o = wawste

(ziahas) + (1) (zhasers) #  TaTsTe

4 The Computational Setting

In this section, we formalize the mapping between symbolic terms and distribu-
tions of bit-strings. This mapping depends on the algorithms used to implement
the two cryptographic primitives used in the symbolic setting: symmetric en-
cryption and pairing.

4.1 Encryption Scheme

We recall the standard definition for symmetric encryption schemes. A symmet-
ric encryption scheme S€ is defined by three algorithms KG, £ and D. The key
generation algorithm ICG takes as input the security parameter n and outputs a
key k. The encryption algorithm £ is randomized. It takes as input a bit-string
s and a key k and returns the encryption of s using k. The decryption algorithm
D takes as input a bit-string ¢ representing a ciphertext and a key k and outputs
the corresponding plaintext. Given k «— KG(n), we have that for any bit-string
s, if ¢ «— &(s, k) then it is required that D(c) = s.

In order to characterize security of a symmetric encryption scheme, we use
the classical IND-CPA (indistinguishability against chosen plaintext attacks) no-
tion [23].

IND-CPA security. In this paper we use schemes that satisfy length-concealing
semantic security!. The definition that we recall below uses a left-right encryp-
tion oracle LRY.. This oracle first generates a key k using KG. Then it answers
queries of the form (bsg, bs1), where bsy and bs; are bit-strings, an important
point is that bsg and bs; may have different lengths. The oracle returns cipher-
text E(bsp, k). The goal of the adversary A is to guess the value of bit b and
for that purpose A has access to oracle LR%.. His advantage is defined as the
probability that he outputs 1 when using oracle LR}, minus the probability
that he outputs 1 when using oracle LRY..

AQvER () = [P [AB5e () = 1] — P[Ae () = 1]

An encryption scheme S& is said to be IND-CPA secure if the advantage of any
polynomial-time adversary A is negligible in 7.

1Such schemes can only exist if the maximum length of plaintexts is bounded, however we
do not take this into account in this paper.

13



The difference with the standard notion of semantic security is that an ad-
versary can call oracle LR%, on two bit-strings bsy and bs; of different lengths.
Therefore in order to be secure for our notion, an encryption scheme has to hide
the length of the plaintext. By abuse of notation we call the resulting scheme
also IND-CPA secure.

4.2 Pairing

A bilinear pairing instance generator is defined as a probabilistic polynomial-
time algorithm TG which given a security parameter n outputs a tuple (¢, G1, Ga, g1, €)
composed of two groups Gy and G of prime order ¢, a generator g; of G; and

a cryptographic bilinear map e between G; and G3. A generator g of group

Ga is obtained by applying e to (g1, g1).

BDDH security. An instance generator IG satisfies the Bilinear Decisional
Diffie-Hellman assumption, BDDH, iff for any probabilistic polynomial-time
adversary A, the advantage of A against BDDH, Advi‘?}%’j, defined below is

negligible in 7.

(qa GlaG2aglv 6) — IG(”)

AR = B | @EnBond) -

, Algr, 97, 97,95, 957°) = 1]

P |: (anlvG2aglae) — IG(?’])

x Y .z . r\ _
x,y,z,r<—Zq ) A(91791791791,92)—1}

This means that an adversary that is given gf, g{ and g7 can only make the
difference between g3¥* and a random group element with negligible probability.

4.3 Computational Semantics of Terms

Computational semantics depend on a symmetric encryption scheme SE =
(KG,E,D) and of an instance generator IG. In order to transform elements
of the second group into keys usable for SE, we assume the existence of a key
extractor [17] algorithm Kex (this can be done for example by extracting ran-
domness using an entropy smoothing hash function [27]). We suppose that the
distribution of keys generated by KG is equal to the distribution obtained by ap-
plying Kex to a random element of Go (which is the second group generated by
IG). We associate to each symbolic term ¢ a distribution of bit-strings [t]se 1c
that depends on the security parameter 5. This distribution is defined by the
following random algorithm:

1. Algorithm IG is used to generate two paired groups G; and Gz of order ¢
and of generators ¢; and gs. For each key k from ¢, a value k is randomly
drawn using KG. For each exponent x, a value 7 is randomly sampled in
Zq equipped with the uniform distribution.

2. Then the bit-string evaluation of term t is computed recursively on the
structure of ¢:

14



e If ¢ is a key k or an exponent x, then the value t is returned.

e If t is an exponentiation g7, then the exponentiation of ¢; to the
power of Z is returned.

e If ¢ is an exponentiation gf, then the algorithm computes the value n
of p in Z,, and the exponentiation of g3 to the power of n is returned.

e If ¢ is a pair (¢1,%2), the algorithm is applied recursively on ¢; hold-
ing bs; and on ty holding bss. The output of the algorithm is the
concatenation of bs; and bss.

e If ¢ is an encryption {t'}x, the algorithm is applied recursively on #’
holding bs’ and on k holding bs;. The output of the algorithm is
E(bs', bsy).

e If t is an encryption {t'}r, the algorithm is applied recursively on

t’ holding bs” and on g5 holding bsy. The output of the algorithm is
E (bs', Kex(bsy)).

5 Soundness of the Symbolic Model

In this section we prove that the extension of the Abadi-Rogaway logic given
in section 3 is computationally sound when implemented using an IND-CPA en-
cryption scheme and using an instance generator satisfying BDDH: if two terms
are equivalent up to renaming in the symbolic setting, their evaluations (given
by the computational semantics of section 4) are computationally indistinguish-
able.

Well-formed Terms. Our soundness result is only true for terms that make
a correct use of the bilinear pairing. Such terms are called well-formed terms.
Formally a term ¢ is well-formed if for any monomial m in mon (¢):

e cither for any monomial m’ in mon (¢) different from m, m and m’ do not
have any common exponent;

e or none of the three exponents used by m occurs as data in t.

This technical restriction is necessary to obtain soundness. Indeed let us con-
sider t1 = (z,y,952,¢5"'**) and t2 = (x,y,95'"*", g5*"5"®). Note that t; is
not well-formed as xz129 and yz129 have common exponents (z; and z2) and
exponents x and y occur as data. Terms t; and t5 are equivalent up to renaming.
However it is possible to build an adversary A that can distinguish the corre-
sponding distributions efficiently (the precise definition of indistinguishability
will be given below). Adversary A takes as input (z,y,U, V) and has to decide
whether U = g3%*2 and V = ¢§*'** or U = g5'"™*"® and V = ¢51""°. A proceeds
as follows:

e compute 2! and y~!;

15



1

e output 1if U* ' =Vv
e output 0 otherwise.

If A outputs 1 it was indeed given the distribution corresponding to t; with
probability close to 1 (the probability that rirersz =t = ryrsrey ! is negligible).
Otherwise, if A outputs 0 it must have been given the distribution corresponding
to ta. Hence, A efficiently distinguishes two equivalent terms. We forbid such
use of bilinear pairing by considering only well-formed terms.

Acyclicity Restrictions. The importance of key cycles was already described
in [3]. In the setting of [3] a key cycle is a sequence of keys K1, ..., K, such that
K1 encrypts (possibly indirectly) K; and K, encrypts K;. An encryption of
key K with itself, i.e., Ex(K) is a key cycle of length 1. An example of a key
cycle of size 2 would be €k, (K2),Ex, (K1). In general IND-CPA is not sufficient
to prove any soundness result in presence of key cycles. To better understand
the problem of key cycles suppose that S€ = (KG, £, D) is a semantically secure
encryption scheme and let S€' = (KG', &', D’) be defined as follows:

KG = Kg

, _ Ex(m,r) ifm#k
Ep(m,r) = {const~k ifm==%k

Di(c) if ¢ # const - k
/ —
Dyle) = { k if ¢ = const - k

where const is a constant such that for any key k, the concatenation const - k
does not belong to the set of possible ciphertexts obtained by £. Obviously, if
the attacker is given a key cycle of length 1, e.g., & (k,r), the attacker directly
learns the key. It is also easy to see that S’ is a semantic secure encryption
scheme as it behaves as S€ in nearly all cases (in the security experiment the
adversary could make a query for encrypting k with itself only with negligible
probability). Hence, as in numerous previous work we forbid the symbolic terms
to contain such cycles. (Another possibility to handle key cycles is to consider
stronger computational requirements like Key Dependent Message — KDM —
security as done in [4].)

We now define a similar notion of key cycles in our setting. For any term ¢,
let kp(t) be the set of polynomials p such that gh occurs at a key position in ¢
and ¢4 is not deducible from t. Let pm(t) be the set of monomials z1 2223 such
that either:

e 11, o and x3 occur as data in t;
e 17 and x5 occur as data in ¢ and g7?® also appears in ¢;
e 17 occurs as data in ¢ and ¢7* and ¢7? also appear in ¢.

A term t is acyclic if the two following restrictions are verified.
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e For any p in kp(t), p is linearly independent from any other polynomials
from pol (t) and from monomials from pm(¢), i.e., if pol (t) = {p, p1, ..., Pn}
and pm(t) = {mq, ..., m, } then there does not exist any integers a, a; to
a, and by to b, such that a # 0 and:

n Tl/
a.p= Z a;p; + Z bjm;
i=1 j=1

e There exists an order < among keys used in ¢ such that for any subterm
{u} ey of t, either key is deducible from ¢ or for each key key’ that occurs
in u, key' < key.

We illustrate the notion of key cycles on several examples.

e The terms {k}r and ({k1}x,, {k2}x,) contain key cycles, as those consid-
ered already in [3].

o The term t = ({k}gz1e223, {g5""*"* }x) obviously contains a key cycle while
k} e1maws, {951 2%3 }1s) does not.
9s 2

e The term ¢ = (g7*, 72, x3, {k}g;11213,{g§1x2x3}k) is acyclic as ¢g3'*2*% is

deducible (and hence kp(t) = 0).

o The term ¢ = {(x1, 97, g7°)} 201220, contains a key cycle because pm(t) =
2

{z12223} and 2z 2023 € kp(t) is linearly dependent.

Our acyclicity restriction is stronger than what is strictly required for compu-
tational soundness: for example {{k}; }r is considered as a cycle whereas it is
not problematic as the underlying k is hidden by k’. We consider this stronger
definition of acyclicity as it is easier to define and it also makes our main proof
simpler.

5.1 Soundness Result

Indistinguishable Distributions. Before giving our soundness result, we
recall the usual notion of indistinguishable distributions. Intuitively, two distri-
butions Dy and Dy are computationally indistinguishable if for any adversary
A, the probability for A to detect the difference between a randomly sampled
element of D; and a randomly sampled element of Ds is negligible in 7.

Definition 5.1 Let Dy and D2 be two distributions (that depend on n). The
advantage of an adversary A in distinguishing D1 and Dy is defined by:

Adv ™ =Pla — Di(n) ; Ax) =1] = Plz — Da(n) ; Alz) = 1]
Distributions D1 and Do are computationally indistinguishable, written D =

Do, if the advantage for any adversary A in distinguishing D1 and D is negli-
gible.

17



Then our main soundness result states that distributions related to equivalent
terms are computationally indistinguishable.

Proposition 5.2 Let ty and t; be two acyclic well-formed terms, such that
to X t1. Let SE be a symmetric encryption scheme that is secure for IND-CPA
and IG be an instance generator satisfying BDDH, then [to]ss.1a = [ti]se.1c-

Proof for proposition 5.2

In order to prove our main soundness result, we introduce some intermediate
lemmas. First we prove that BDDH implies an extended version of BDDH.
Intuitively this first lemma states that if BDDH holds and A is an adversary
that is given some exponents 1 to z, and some exponentiations g{* to g?fﬁ ;A
cannot distinguish exponentiations of linearly independent polynomials gb* to
gy from exponentiations of fresh exponents go"'"™*""* to gyt 2,
Lemma 5.3 Let X = (2;)1<i<a and Y = (y;)1<i<p be o + B exponents. Let
P = (pi)i<i<y be v polynomials such that there are no linear relations between
the p; and the set of monomials {xyz, z,y,z € X} U{zyz, z,y € X, z €
YIUu{zyz, 2 € X, y,z€Y}.

If IG is an instance generator satisfying BDDH and the two following terms
are well-formed then:

II'rlv ---axougglhv"'?g’fﬁvggla -~-a9§7]]IG ~ Ilev "'7xa7g?1ﬂ?"'7g’1yﬁ7ggla "'agg’y]]IG

where each q; is a product of three fresh exponents r; 17; 9753, i.e., the part of
the distribution related to g3 corresponds to a random group element.

Proof. First, note that as the order ¢ of the group Gy is prime, in the compu-
tational setting 922122 and 9223 have the same distribution (Z1, Zs, and Z3 are
three independent random variables uniformly sampled over Z,).

The proof of this lemma is done in two steps.

e The first step consists in replacing monomials in the p; that are not in
dm(x1, .., To, g¥*, ...y g1°) with fresh monomials. This results in a new
term whose computational distribution is indistinguishable from the orig-
inal term distribution.

e Then, in the second step we prove that the computational distribution of
this new term using fresh monomials is exactly equal to the distribution
related to 1,...,Ta, g} .., 977, 935, ... g5

Step 1. Let M be the set of monomials from P that are not in {zyz, z,y,z €
X} U{ayz, o,y e X, z€ Y}U{zyz, 2 € X, y,z € Y}. The first step consists
in using BDDH to replace these monomials with fresh monomials r179r3. Let
P} to pfy be polynomials p; to p, where each monomial of M has been replaced
with a fresh monomial. We prove that:

7 /
Y1 Yyg _p1 Py ~ Y1 Yyg Pl P~y
[[1:17---71’0”91 7"'791 792 7"'792 ]]IGNIIxh"':IOugl 7"'791 792 7"'792 ]]IG
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This proof is done by induction on the number j of monomials in M that use
at least one exponent which is also present in X, Y or in any other monomial
used in a polynomial from P.

If j = 0 then for each monomial m used in p; to p,, m uses exponents that
are not in X or Y nor in any other monomial from polynomials of P. Thus p;
to p, are equal to p} to p/, up to renaming of the exponents and so:

’ ’
Y1 Yy p1 Py _ Y1 yg P1 Py
[[wlw"axaagl see991 592 5592 ]]IG_HJ"h’”?xOmgl yee991 992 5592 ]]IG

If 7 > 0 then let m = xyz be a monomial in M that uses an exponent from X

or Y or from another monomial of P and let m’ be a fresh monomial. Let p/
to p’v' be polynomials p; to p, where m has been replaced with m’. There are
two cases to consider:

e First if z, y and z do not appear in X. Let A be an adversary trying to
distinguish distribution

Y1 Ys 1 P
II-rlw-'?xOéagl 7"'agl 792 ,“.7927]]1(;

from distribution

"

1
Y1 ys P1 Py
[[:Ela'”a'l:omgl 7"'791 792 a"'792 ]]IG'

We build an adversary B against BDDH that executes A as a subroutine.
As B tries to break BDDH, B receives four arguments (A4, B, C, D). Intu-
itively, B uses the inputs A, B, C and D for g7, g, g7 and g5*. B queries
A with the input

A1, ...y 00, b1, .., bg,C1, ..., Cy
where

— a; are values in Z, randomly generated by B5;

— b; is computed as follows. If y; equals x, y or z then b; is set to A, B
or C respectively. Otherwise b; is set to gi" where u = a; if y; = x;
for some j or u is randomly sampled from Zg;

— for each monomial mg appearing in p; B computes the implementa-
tion for g5 as follows. If my = m then g5"° is implemented by D.
If mg shares two exponents with m, for example my = xyz’, then
the corresponding value is generated using the bilinear map: B com-
putes e(A, B)¢ where c is either freshly generated by B or has been
previously generated for z’. If mg only shares one exponent with m,
for example mg = x3'2’, then B computes A*® where where b and ¢
are either freshly generated by B or have been previously genrated
for ¥’ and 2’. Given the implementations of g5'° for each mg in p;
B computes implementations for each g} and use these values for

Cly...,CH.
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Finally, B returns the same output as A. The advantage of B against
BDDH is given by

AdvOE () = P(B(gf, Y, 95, 95"%) = 1] = P(B(g7, g}, 97, 95) = 1]

When B receives as input (g7, 97,97, 95°"), A is given a sample from dis-
: 3 Y Yp p D
tribution [x1,...,%a, 90 ..., 917,95, -, 95 JiG-
When B receives as input (g7, g7, 97, 95), A is given a sample from distri-
’" ’’
; y ys P p
bution [Z1,...,Za, g7y, 91 395" -+ 95" J1G-

Therefore the advantage of A in distinguishing the two distributions is
equal to the advantage of B against BDDH. As BDDH holds, the advantage
of B is negligible and so the advantage of A is also negligible. Hence,

Y1 Ys 1 D
Ilew-'yxaagl a"'agl a92 a"'aQQ’Y]]IG

" ’’

Y1 Yys Pl p
IIxh'"vmavgl yeres 91 192 7"‘7927]]IG

e If x appears in X, then by definition of M either y or z does not appear in
X and Y. Let us suppose that it is y. Exponent y only appears in m and,
as the order of the group is prime, we have the following equality between
distributions:

Y1 yp m — Y1 ys m'
[[xlw"?xaagl s 91 592 ]]IG - [[xla"'awaagl s 91 592 ]]IG
Moreover as the original terms are well-formed and z occurs as data, m
does not share any exponent with other monomials used in P. Hence, we
also obtain that:

Y1 Ys p1 P~
Ilew-'?mDugl 7"'ag1 792 a"'a92 ]]IG
" ’’
Y1 Yys Pl Py
Hxlv"‘vxa,gl yeres91 92 54590 ]]IG
We have proved that:
e P s vy 24
Y p ~ Y
Hxla"'7ma7glla"'7gl 19211"'7.92’Y]]1GN[[xla"'7xa7gll7"'7gl 79217"‘7927}]1G

where p] to p/ use j — 1 monomials that use an exponent from X UY. Hence
using our induction hypothesis, we get that

1 1 7 ’
Y1 s _P1 Py Y1 ys _P1 Py
lea"'7xa7gl a"'7gl ag2 7"'792 ]]IGzﬂxl,---,fEa,gl 7"'791 792 7"'392 ]]IG

And so we proved that

’ /
Y1 g _p1 Py ~ Y1 g _P1 Py
[[xh“wmavgl seces91 59275590 ]]IGNIlew--axchgl seees91 592 5592 ]]IG
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Step 2. Let n be the number of elements in M.

For the second step, we recall that (as ¢ is prime), the number of solutions
over Zg, for a linear system of v independent equations involving n variables is
q

Let (2;)1<i<a, (Ui)1<i<p and (P;)1<i<~ be elements of Z,. We now compute
the probability for the distribution to output value v defined by:

_ (5 S 91 9s _p1 D~
v = (xlv-'~7x(lagl 7"'agl 792 a"'ag2 )

It is important to see that this is a computational value and not a symbolic
term.

Then we associate to each monomial from M a variable over Z, and we
obtain a system involving ~ linear equations using n variables.

. - ’ /
A A 91 Yp . P1 Py
(xlv--~7xa7gla"'agl ,92,...,92>—'U

(The system is given by the equations between g, as the other equalities are
trivially satisfied.) The number of solutions of this system is ¢"~7. Hence when
randomly sampling values for monomials in M, the probability to obtain v is
q" 7 /q™ which is equal to ¢77.

On the other side, the probability to obtain v by randomly sampling v group
elements for the g4’ is also equal to ¢~7 so the distributions are identical:

’ ’
Y1 Y _P1 Py _ Y1 Y8 a1 a4~
[[xl,“wwongl ,“‘791 792 7"'792 ]]IG_Hxh“wwOngl 7~~~791 7927"'792 ]]IG

And so we obtain the expected result. O

In order to introduce the following lemmas, we define the computational
semantics of patterns (i.e., terms using [(J) by extending the semantics for terms
with [d]se,r¢ = 0. Our second lemma states that evaluations of a term and of
its pattern are indistinguishable in the computational setting.

Lemma 5.4 Lett be an acyclic well-formed term. Let SE be an IND-CPA secure
symmetric encryption scheme and let IG be an instance generator satisfying
BDDH. Then we have that

[t]se.1rc =~ [pat (t, K(t))]se.10

Proof. Let t be an acyclic well-formed term. Then any p in kp(t) is linearly
independent of any other polynomials from pol (¢). Let K(t) be the set of keys
and exponentiations g5 used at a key position in ¢ that are not in K(t), i.e.,

that are not deducible. Let key be a metavariable over K(t). As t is acyclic
there exists a total order < between elements of K (¢) such that for any subterm
{t'}rey of t, key’ can only appear in t' if key’ < key.

This proof follows the lines of the main proof in [3]. The main difference
with the original proof is that keys can be an exponentiation g5. However as
p is not involved in any linear relation, using this key is indistinguishable from
using an atomic key.
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Let us now detail the proof. Let n be the number of keys in K(¢) and let
key; be the it" key from K (t) with respect to <, i.e.:

K(t) = {keyi,..., key,} and keys < keys < ... < key,

For i in [0, n], term ¢; is defined as pat;(t) where pat; is recursively defined by:

pat;((t1,t2)) = (pat;(t1), pat;(t2))

pati({t'tkey) = {D}key if key = key; for j <1
pati({t'}rey) = {pati(t')}rey else

pat;(a) = a for a in z, k, g¥ and ¢}

In ¢;, encryptions using keys key; for j < i have been replaced by encryptions
of O. Hence pato(t) = t and pat,(t) = pat (¢, K(t)). The advantage of an
adversary A which tries to distinguish [t]se 1¢ and [pat (¢, K(t))]se.1¢ can be
written as:

Adv[[i]]ss,zc1[[Pat(t7K(t))]]ss,1c _ Advgoﬂsg’m’[[t"ﬂss’lc

= Plz « [tolse,rc ;5 Alx) =1] = Pz « [tnlse 16 ; Alx) =1]

n

= Z (P2« [ti—alse,ic 3 Alx) =1] = Plz « [t:]se,rq 3 Alz) =1])

=1
n
_ Z AdV[[tPIHSS’IG’Hti]]SS’IG
- A
=1

We build n adversaries (B;)1<i<n against IND-CPA that use A as a subrou-
tine and such that the advantage of B; against IND-CPA can be linked to the
advantage Adv.l[ji_l]].ss,zcy[[tiﬂsg,zc_

Each adversary B; uses his challenge key for key key; and has access to a
left-right encryption oracle LR%.. If key key; is an exponentiation gh then as
p is not involved in any linear relation and because of lemma 5.3, the evalua-
tion ¢ is indistinguishable from a random group element. The key extraction
algorithm Kex applied to a random group element returns a random key (whose
distribution corresponds to the one of KG). Hence, using ¢ is indistinguishable
from using a fresh atomic key.

Adversary B; generates values for each atom used in ¢t. For any subterm
a of t which is of the form z, k, g7 or gb, B; computes a bit-string value bs,
according to the values generated previously. Using his left-right encryption
oracle, B; computes a bit-string bs which is either an evaluation of ¢; or an
evaluation of ¢;_; depending on the challenge bit b. Formally bit-string bs is
obtained by applying the recursive eval; function on ¢;_1:

eval;((t1,t2)) = eval;(ty) - eval;(ta)

eval;({t'}rey,) = LR%e(0,eval;(t'))

eval;({t'Yhey) = Eleval;(t'),eval;(key)) for key # key;
eval;(0) = 0

eval;(a) = bs, for a in z, k, gf and g}
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This algorithm works well as due to acyclicity key; does not occur as data
in t,_1. Note that oracle LRf’% can be given as arguments two bit-strings of
different lengths. This is why we had to assume that encryption scheme S€ is
length-concealing.

After computing bs, B; executes A with input bs and returns the same result
as A. Let us sum up how B; works:

Adversary BiLRgg (n)
for each a, compute bs,
bs «— eval;(t;—1)
d — A(bs)
return d

If bit b equals 0, then A is confronted to an evaluation of ¢; whereas if b equals
1, then A is given an evaluation of ¢;_;. The advantages of A and B; can be
linked in the following way:

[ti—1lse,1a,ltilse,ra __ CPA
AdVA = AdVSg,Bi

Therefore we have that:

Advﬂ[ﬁﬂss,zcJ[Pat(t,K(t))]]ss,Ic _ i:AdVgZA,Bi
=1

As S€ is assumed to be IND-CPA secure, the advantage of B; is negligible for
any 7. Hence the advantage of A is also negligible. O

Our third lemma states that two patterns equal up to renaming are also
indistinguishable in the computational setting.

Lemma 5.5 Let tg and t1 be two well-formed terms such that pat (to, K (tg)) =
pat (t1, K(t1)). Let SE be a symmetric encryption scheme (not necessarily se-
cure) and let IG be an instance generator satisfying BDDH, then

[pat (to, K (t0))]se,rc = [pat (t1, K(t1))]se. ¢

Proof. Let t; be the term pat (to, K(to)) and t} be the term pat (1, K(¢1)).
There exists a renaming of Keys o1 and a bijection o3 preserving linear relations
between polynomials from ¢; to to such that t{, = ¢]o102. Permutation of keys is
easy to handle: [t}o1]se r¢ and [t)]se,1¢ output exactly the same distribution.

There only remains to prove that [ty]se r¢ =~ [tho1]se, 1. For this purpose,
let ug = ¢ and u3 = tjo1. Let A be an adversary trying to distinguish the
distribution related to ug from the distribution related to u;. In the remaining,
we prove that the advantage of A is negligible if the BDDH assumption holds.
For this purpose, we introduce a term u such that:

AdVE“]]SS’IG’[[uO]]SE’IG _ Advﬁn]]ss,zc,[[uﬂsg,zc +Adv£[z}]ss,zc,[uo]]ss,zc

Intuitively v is equal to ug where polynomials have been replaced by fresh
monomials whenever possible while conserving linear equalities. u is also equal
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to u; where the same modification has been applied. From there, due to the
nature of u it is easy to prove that the two advantages on the right part are
negligible using lemma 5.3.

First let us define the following sets:

1. Let X = (2;)1<i<qa be the exponents that are deducible from ug (using uq
instead of ug would give exactly the same X as ug = ujos).

2. Let Y = (yi)1<i<p be the exponents such that gi* is deducible from w
(as previously, using u instead of ug would give exactly the same Y).

3. Let M = (m;)1<i<s be the set of monomials dm(ug) which can easily be
obtained from X and Y.

4. The two sets of polynomials Py = (po,i)i<i<y and Py = (p1,;)1<i<~ are
built as follows:

e Initially Py and P; are empty.

e For each polynomial p such that g4 is a sub-term of ug at position ¢,
we have that the sub-term of u; at position ¢ is also an exponentiation
gs -

e If p is not involved in any linear relation with polynomials from the
current Py and monomials from M, then p is appended to Py and p’
is appended to P;. Note that in this case, p’ is not involved in any

linear relation with polynomials from the current P, and monomials
from M neither.

Let o and ¢’ be the polynomial bijections defined respectively on polynomials p
such that ¢g¥ occurs in term ug for o and on polynomials p such that g% occurs
in term w1 for ¢’. These two bijections are defined by:

e For pg; in Py , po ;0 is defined as a fresh monomial 71 ;7273 ;.
e For py;in P, , p1,0’ is defined as a fresh monomial 71 ;79 ;73 ;.

e Let p be a polynomial such that gb occurs in ug and such that p is not in
Py. Then by definition of Py, p is linked via a linear relation to polynomials
in Py and monomials in M:

o’ )
P=_Ajpo+ Y uimy
j=1 j=1

And we define po as

Yy )

po =3 Ai(pojo)+ Y ujm;

j=1 j=1
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e In a similar way, let p be a polynomial such that g5 occurs in u; and such
that p is not in P;. Then p is linked via a linear relation to polynomials
in P; and monomials in M:

Yy 5
p=Y Apij+ Y wim;
j=1 j=1

And we define po’ as

¥y )

po’ = X (010" + D> my

Jj=1 Jj=1

Let u be the term ugo. As o9 is linear relation preserving, u is equal to ujo’.
Then the advantage of A can be written as:

Advﬂ[;n]]ss,lc,[[uo]]ss.lc _ Advﬂ[;n]]ss,lc,[[uﬂss,lc JrAdV[/[;L}]ss,IG,[[uo]]ss,IG
We now prove that the advantage Advﬂ[f]]ss a6 luolse 16 46 pogligible. The proof

that Adv%l]]‘sg’m’[[u]]‘sg’m is also negligible is similar. Let w and w’ be the two
terms

— Y1 Ys 1 P~

w = (Ila"'7xavgl yee991 592 5592 )
/ — Y1 Yp 71,172,173,1 T1,4T2,773,y
w - ('rla--wxavgl 7"'agl 792 a"'7g2 )

We build an adversary B that tries to distinguish [w];¢ from [w'];¢ and that
uses A as a subroutine. B works as follows:

P

1. Breceives as argument a bit-string tuple (X1,..., X4, Y1,..., Y3, P1,..., P,

which is either generated by [w];g or by [w']rq.

)

2. B generates bit-string value bsy for any atomic key k£ used in u using G
(these keys are also the ones used in ug).

3. B recursively computes a bit-string bs’ which is either an evaluation of u
(in case B received as input an evaluation of w’) or an evaluation of wg
(in case B received as input an evaluation of w). The computation of bs’
is done recursively on the structure of u by using the eval algorithm:

o If u is a pair (v,w), then eval(u) = eval(v) - eval(w).
o If u is an encryption {v}gey, then eval(u) = E(eval(v), eval(key)).

e If u is an atomic key k, then eval(u) = bsy.

If u is an exponent z;, then eval(u) = X;.

If u is an exponentiation g{*, then eval(u) =Y;.

If u is an exponentiation g5, then eval(u) = P;.
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4. Then B executes A with bs’ as input and returns the same output as A.
We have the following relation among the advantages of A and B:

Adv&tﬂss,zc,ﬂuoﬂss,fc _ Adv[[Bw']]IG,[[w]]IG

As BDDH holds, we apply lemma 5.3 and obtain that the advantage of B is

[ulse,rc,[uolse, 1

negligible and hence Adv_, is negligible.
Thus Advﬁ“ﬂsg’m’ﬂuoﬂs‘g’m is also negligible and we finally obtain that:

[pat (to, K (to))]se,rc ~ [pat (t1, K(t1))]se rc

O
It is now easy to obtain our main result by using transitivity of the ~ relation.
Let to and t; be two acyclic well-formed terms. Let SE€ be an IND-CPA secure

symmetric encryption scheme and let IG be an instance generator satisfying
BDDH. Then we have:

[tolse,rc = [pat (to, K (to))]se,1c = [pat (t1, K(t1))]se,1¢ = [tilse.ra

The previous result states soundness of symbolic equivalence in the compu-
tational world. However, the reciprocal (i.e., completeness) is false in general.
There are two main problems that prevent completeness. First, the symmetric
encryption scheme may allow decryption with the wrong key and output a ran-
dom bit-string in that case. Then the distributions related to terms ({x}g, k)
and ({z}g, k') can be computationally indistinguishable, even though these two
terms do not have the same pattern. This can be solved by requiring symmet-
ric encryption to be confusion free [33, 2] or to admit weak key-authenticity
tests for expressions [33, 2, 26]. The second problem is that the symmetric en-
cryption scheme can satisfy key concealing (this is ensured by type 0 security
in [3]). Then the distributions related to terms ({0}x,{0}x/) and ({0}, {0}%)
are computationally indistinguishable but these terms are not equivalent even
with renaming. To solve this, one can either ask the encryption scheme to be
key revealing or modify the pattern definition in order to hide the key name
(but the encryption scheme has to be key concealing in order to prove sound-
ness). Soundness and completeness results when symmetric encryption is key
and length revealing are given in [5].

The previous proposition considers the case of equivalence and is typically
used to verify security of key-exchange protocols. In the next proposition, we
are interested in completeness for deducibility. We prove even more than com-
pleteness: if ¢ is deducible from E then there exists an efficient algorithm which
is able to build an evaluation of ¢ from an evaluation of E with probability 1.
This result can be used to verify that a key-agreement protocol can really be
implemented in the computational setting: we first check that the shared key is
deducible from the knowledge of any participants in the symbolic setting, then
applying the following proposition tells us that there exists an efficient algorithm
to obtain the shared key from the participant knowledge in the computational
setting.
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Proposition 5.6 Let E be a finite set of terms ty tot, andt be a term that does
not use any encryption (e.g., a modular exponentiation). If E & t then there
exists a polynomial-time (with respect to the security parameter n) algorithm
A such that A([(t1,...,tn)]se,16) outputs the evaluation of t using values for
exponents and keys that have been generated to compute [(t1,...,tn)]sec.1c, i-e.:

(bs,bs') — [[((tl, e ,tn),t)ﬂggJG : A(bs) = bS/

Proof. Let t be a term and E be a finite set of terms such that F + ¢t. First
note that the structure of the proof of E F t does not depend on the security
parameter 7.

Each deduction rule from the symbolic setting corresponds to an operation
which is tractable in the computational setting in polynomial-time in 7 using
a deterministic algorithm (note that the deducibility relation does not give the
adversary the ability to encrypt data). Hence it is easy to build the algorithm A
by following the structure of a proof of E - ¢t. We nevertheless need to restrict
ourselves to the case where ¢ does not contain any encryption, as the concrete
algorithm for encryption is not deterministic: we indeed have that {{0}x} F {0}
while in the computational setting (bs,bs’) «— [({0}x,{0}r)]se.r¢ yields two
different biststrings bs and bs’ as the encryption algorithm is run twice. O

Note that it is not necessary for terms to be well-formed or acyclic in this
proposition.

6 Examples of Application

Now we illustrate how proposition 5.2 can be used to prove a key-exchange
protocol secure in the computational world.

Our notion of security is strong secrecy of the shared key in the passive
setting: the adversary gets to observe messages exchanged between the partici-
pants and has to distinguish the shared key from a random group element. In
the symbolic world, let us suppose that the exchanged terms were t; to t,, and
that the shared key is g5. Then security in the symbolic setting holds if:

(t1y ooty 95) & (1, oy tny g5 727°)
where r1, ro and r3 are three fresh exponent names. It is then possible to apply
proposition 5.2 in order to prove security in the computational setting.

We are also interested in executability of key exchange protocols. A protocol
is executable if it is feasible for any participant to compute the shared key from
his knowledge. Let us again suppose that the exchanged terms are ¢; to ¢, and
that the shared key is g5. Moreover let x}, ,xf’ be the exponents which are
generated by the i*" participant. The protocol is executable in the symbolic
setting if for any 1,

t1y sty x}, ,xfl - gb

Executability in the computational world can easily be obtained from here by
applying proposition 5.6.
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6.1 Joux Protocol

The Joux protocol has been described in section 2. In an execution of this
protocol, three messages are sent, corresponding to terms g7, g7 and g7*. The
shared key is g3'“***. Strong secrecy for this key-exchange protocol has been
given as an example for our symbolic equivalence notion:
(977,912,919 "2") = (977, 912,917, 95" 277)

Proposition 5.2 can be applied to show that this protocol is secure in the com-
putational setting if the BDDH assumption holds.

We also verify that this protocol is executable. In the symbolic setting this
is the case as we have the following deducibility relation:

1,977, 97° F g5t "

Similar relations hold when permuting the roles of x; and z2 and of x; and x3.
Thus proposition 5.6 proves that there exists an efficient algorithm in the com-
putational setting which allows each participant to compute his shared secret
key.

6.2 TAK-2 and TAK-3 Protocols

The TAK-2 and TAK-3 protocols are two variants of the Joux protocol which
were proposed by Al-Riyami and Paterson in [6]. TAK-1 and TAK-2 are tripar-
tite key-exchange protocols which work in the same way, the only difference lies
in the shared key. These protocols uses certificates to provide authentication.
However as we are only interested in indistinguishability of the shared key, we
use a simplified version of the protocol. Let A, B and C be three participants:

(1) A — B,C : (g7",91")
(2) B — AC : (47,91°)
(3)C — AB : (47 91")

In TAK-2, the shared key is g5 ' “2¥8 T#1¥288t¥122%5 1y TAK-3, g51¥2vs tyivevstuiyess
is used as shared key. Our simplified version of the two protocols are quite close
as we do not make any difference between short-term secrets (y1, y2 and y3) and
long-term secrets (x1, 9 and x3). Thus in our setting it is sufficient to analyze
one of the protocol, TAK-2 for example.

Security. In the symbolic setting, strong secrecy of the key generated by the
TAK-2 protocol comes from the following equivalence (up to renaming). Note
that the two equivalent terms are trivially well-formed and acyclic:

r1 Y1 T2 Y2 T3 Y3 _T1T2Y3+T1Y223+Y1x2T3
(gl agl 791 791 791 agl 792 )
~

’ ’ !
L1ToTy

(gfl,gi“,gfz,gi"",gfﬁ‘,gi’ﬁgg )
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This equivalence is true because the set of deducible monomials dm is empty for
both terms and neither 21 z2y3 + 21y225 +y12223 in the first term nor f x5z} in
the second term is involved in a linear relation. Hence by using proposition 5.2,
we obtain that in the computational setting an adversary that has access to
values for g7*, g¥', ¢72, ¢7?, g7® and g{® cannot distinguish the shared key
gy 1R TIYREsTNT2S from 5 random group element, so the adversary is not
able to obtain a single bit of information on the shared key.

Executability. We also verify executability of the protocol. By symmetry we
consider the case of A. A generates two exponents 7 and y; and receives two
messages corresponding to terms (g72,¢}?) and (g7%, g{*). Hence executability
in the symbolic setting is a consequence of the following deduction:

xhyl’gfagi/z’gfs,g%/s - g§1$2y3+x1y2$3+y1$29¢3

Thus proposition 5.6 proves that there exists an efficient algorithm in the com-
putational setting which allows participant A to compute his shared secret key.
The same thing holds for B and C.

Active attacks. The TAK protocol family was designed to be secure even in
the presence of an active adversary. However, as shown by Shim [37], TAK-2 is
vulnerable to active attacks (the other variants are subject to similar attacks).
Completely defining a formal model for active adversaries is outside the scope of
this paper. Nevertheless the role of participant A could be described as follows:

send(gf, g1
recv(gy®, glﬁ)
recv(gi®, g7)

where a is a fresh exponent generated by A, xp and x¢ are variables and
g7, g’f , g, are the public keys which aim at guaranteeing authenticity. The key
computed by A corresponds to K4 = g3*prtefretersrc - Ap active adversary
can substitute g and x¢ by two fresh names b’ and ¢ yielding an attack: the
key computed by A, g;b/7+aﬁ +ab’e’ o indeed deducible from the attacker’s
knowledge {g%, ¢®, b, g%, gf, <, g5, g1 }. It follows directly from proposition 5.6
that this symbolic attack can be efficiently implemented by a computational
adversary. More generally, active symbolic attacks aiming at deducing the key
(weak secrecy) correspond to computational attacks. This is not surprising
and the converse is obviously not true: it does not follow from our results
that a symbolic security proof (in the presence of an active attacker) gives a
computational security guarantee.

6.3 A Variant of the Burmester-Desmedt Protocol using
Pairings

As an additional example which illustrates the scope of our results, we show how
to apply our results to a variant of the group key exchange protocol introduced
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by Burmester and Desmedt in [14]. The aim of this protocol is to establish a
secret key shared among the members of the group. It is scalable as it requires
only two rounds and a constant number of modular exponentiation per user.
This protocol is only designed for security against passive adversaries.

The Original Burmester-Desmedt Protocol. Consider a network in which
members of a group can broadcast messages to each other. Let n be a security
parameter and let Ay,As,---,A,, for n € Z, be members of a group. We fix the
security parameter 1, a finite cyclic group G of generator g and of prime order
q. These parameters G, g and g are published.

e Round 1: Each participant A; samples a random z; € Z,, and broadcasts

e Round 2: Each participant A; broadcasts X; = (Z;11/Z;-1)% = gmi®it1—Fi-1%i,
where the indexes are taken modulo n.

¢ Key computation: Each party A, computes the shared key K = g2-i=1 %i%i+1,

The Bilinear Burmester-Desmedt Protocol. Now we define a family of
variants of the Burmester-Desmedt protocol. Protocols in this family are pa-
rameterized by three integers «, § and - such that a4+ 3+~ = 0 and either «,
B or « is different from 0. The instance of the protocol corresponding to «,
and v is denoted by «, 3,y-BBD (Bilinear Burmester-Desmedt).

We still consider a group of n members A; to A,,. This time the protocol
does not use a single cyclic group but uses a bilinear pairing between two cyclic
groups. Hence we fix the security parameter 1 and two cyclic groups G; and
Go of prime order ¢ with respective generators g; and gz, as well as a pairing
operation e from G; X G; to Go such that e(g1, 1) = go.

e Round 1: Each participant A; samples a random x; € Z,, and broadcasts

e Round 2: Each participant A; broadcasts X; defined by

Xi = e(Zimo, Zio1)*e(Zio1, Ziv1) " e(Zis1, Zipa)'™
_ QT 2T —1Ti+PTi— 1T Tit1HYTiTip1Tig2
= 9
where the indexes are still taken modulo n.

e Key computation: Each party A; computes the shared key

N XTiTi1Ti42
K :9221,71 ibit1dlit
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Security Analysis. We first prove strong secrecy for the shared key in the
symbolic setting. This secrecy property is defined as the equivalence between
the protocol execution transcript concatenated to the shared key and the tran-
script concatenated with a random group element from Gs. Hence «, 3,v-BBD
verifies strong secrecy of the shared key in the symbolic setting iff the following
equivalence holds:

(Zl, ceey Zn, Xl, ...,Xn, K) = (Zl, ceey Zn,Xl, ...,Xn,gglrzr?’)

In order to obtain this equivalence, we use the following lemma which proves
that the exponent used in the key is linearly independent from other exponents
ifa+pB+v=0.

Lemma 6.1 Let o, 3, v and n be four integers. Let V be a real vector space
and uy to uy be n linearly independent elements of V. If a + 3+~ = 0, then
Yo w is linearly independent from the family of vectors (cu;+ Buit1+yuiv2);
(indexes are taken modulo n).

Proof. Let U be the set of vectors (ou; + Bu;y1 +yuir2); for i between 1 and n.
For any vector v in span(U), there exists a unique decomposition v = Z?:l At
and Y. ; \; is equal to 0. Hence Y. | u; is not in span(U) and is linearly
independent from vectors in U. O

A direct consequence of this is strong secrecy of «, ,v-BBD in the symbolic
setting. By applying proposition 5.2, we obtain strong secrecy of the key in the
computational setting for a passive adversary.

7 Conclusions and Future Work

We have proposed a first symbolic model to analyze cryptographic protocols
which use a bilinear pairing. This model can be used to verify security of well-
known key-exchange protocols using pairing like Joux protocol or the TAK-2
and TAK-3 protocol. Moreover our symbolic model consists in an extension
of Abadi-Rogaway logic which is computationally sound provided that the en-
cryption scheme and the pairing satisfy classical requirements from provable
security. A direct consequence of this soundness result is that the Joux, TAK-2
and TAK-3 protocol are also secure in the computational setting. We also de-
sign a variant based on pairings of the Burmester-Desmedt protocol and prove
its security against passive adversaries.

This paper only consider passive adversaries. An obvious line for future
work is to extend the results to deal with active adversaries. Another interesting
follow-up would be to investigate completeness of the extended version of Abadi-
Rogaway logic as in [33]. However this would require either to tighten the
symbolic model or to use stronger versions of the computational requirements
IND-CPA and BDDH.
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Abstract

In this paper we study the link between formal and cryptographic models for
security protocols in the presence of passive adversaries. In contrast to other
works, we do not consider a fixed set of primitives but aim at results for arbi-
trary equational theories. We define a framework for comparing a cryptographic
implementation and its idealization with respect to various security notions. In
particular, we concentrate on the computational soundness of static equivalence,
a standard tool in cryptographic pi calculi. We present a soundness criterion,
which for many theories is not only sufficient but also necessary. Finally, to
illustrate our framework, we establish the soundness of static equivalence for
the exclusive OR and a theory of ciphers and lists.

1. Introduction

Today’s ubiquity of computer networks increases the need for theoretic foun-
dations for cryptographic protocols. For more than twenty years now, two com-
munities separately developed two families of models. Both views have been
very useful in increasing the understanding and quality of security protocol de-
sign. On the one hand formal or logical models have been developed, based on
the seminal work of Dolev and Yao [2]. These models view cryptographic oper-
ations in a rather abstract and idealized way. On the other hand cryptographic
or computational models [3] are closer to implementations: cryptographic op-
erations are modeled as algorithms manipulating bit-strings. Those models
cover a large class of attacks, namely all those implementable by a probabilistic
polynomial-time Turing machine.

The advantage of formal models is that security proofs are generally simpler
and suitable for automatic procedures, even for complex protocols. Unfortu-
nately, the high degree of abstraction and the limited adversary power raise

*An extended abstract of this work was published in the proceedings of the ICALP’05
conference [1].
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questions regarding the security offered by such proofs. Potentially, justifying
symbolic proofs with respect to standard computational models has tremendous
benefits: protocols can be analyzed using automated tools and still benefit from
the security guarantees of the computational model.

For the past few years, a significant research effort has been directed at link-
ing these two approaches. In their seminal work [4], Abadi and Rogaway prove
the computational soundness of formal (symmetric) encryption in the case a
passive attacker. Since then, many results have been obtained. Each of these
results considers a fixed set of primitives, for instance symmetric or public-
key encryption. In this paper, we aim at presenting general results for arbitrary
equational theories, such as encryption, but also less studied ones, such as groups
or exclusive OR. The interest of our approach is not only to develop a general
and unified framework for the treatment of cryptographic primitives. Conceptu-
ally, it also offers a better understanding of the use of equational theories when
modeling the algebraic properties of the primitives. Indeed, for several years,
formal models have considered equational theories like the theory of exclusive
OR, abelian groups or homomorphic encryption (for a survey on algebraic prop-
erties see for instance [5, 6]) in order to model some cryptographic aspects. But
it is a priori unclear whether “enough” equations have been considered to pro-
vide realistic security guarantees. A real attacker might still exploit additional
properties of a cryptographic primitive that have not been modeled. Here, we
propose a setting and some proof techniques that allow us to formally define
and prove that “enough” equations have been considered.

We concentrate on static equivalence, a now standard notion originating
from the applied pi calculus [7]. Intuitively, static equivalence asks whether an
attacker can distinguish between two tuples of messages—Ilater called frames—
by exhibiting a relation which holds on one tuple but not on the other. Static
equivalence provides an elegant means to express security properties on pieces
of data, for instance those observed by a passive attacker during the run of a
protocol. In the context of active attackers, static equivalence has also been
used to characterize process equivalences [7] and off-line guessing attacks [8, 9].
There now exist exact [10] and approximate [11] algorithms to decide static
equivalence for a large family of equational theories.

Our first contribution is a general framework for comparing formal and com-
putational models in the presence of a passive attacker. We define the notions
of soundness and faithfulness of a cryptographic implementation with respect
to equality, static equivalence and (non-)deducibility. Soundness holds when
a formal notion of security has a computational interpretation. For instance,
statically equivalent tuples of messages (frames) should be computationally in-
distinguishable. Conversely, faithfulness holds when every formal attack on a
given notion of security can be mapped to an efficient computational attacker.
As an illustration, we consider an equational theory modeling Abelian groups
with exponents taken over a commutative ring. We show that the soundness of
static equivalence implies the hardness of several classical problems in cryptog-
raphy, notably the decisional Diffie-Hellmann and the RSA problem. Although
not completely surprising, this results illustrate well the expressive power of



static equivalence defined over tailored equational theories.

Our second contribution is a sufficient criterion for soundness with respect to
static equivalence: intuitively the usual computational semantics of terms has to
be indistinguishable to an idealized one. We also define and study a useful class
of frames, called transparent frames, for arbitrary equational theories. Infor-
mally, a frame is transparent if every secret in use is deducible from the frame
itself. Transparent frames enjoy notable properties such as a simple charac-
terization of static equivalence and—in the case of uniform distributions—the
fact that two statically equivalent transparent frames always yield the same
concrete distribution, that is, are indistinguishable in the sense of information
theory. This study of transparent frames allows us to exhibit a class of equa-
tional theories for which our soundness criterion is necessary.

Our third contribution consists in applying our framework to obtain two
first soundness results for static equivalence. The first equational theory that
we consider deals with the exclusive OR. This simple but important primitive
has been largely used in cryptographic constructions such as the One-Time
Pad and in protocols (see [6] for examples). Interestingly, our proof of sound-
ness reflects the unconditional security (in the information-theoretic sense) of
the One-Time Pad [12]. Second we consider a theory of symmetric encryption
and lists. The result is similar in spirit to the one of Abadi and Rogaway [4].
However, we consider deterministic, length-preserving, symmetric encryption
schemes—also known as pseudo-random permutations or ciphers, while Abadi
and Rogaway consider probabilistic, symmetric encryption. This choice is mo-
tivated by famous examples of ciphers such as DES or AES. In both examples,
the specificity of our work is to prove the soundness of a standard formal notion,
static equivalence, rather than that of a specialized relation.

Related work.. The study of the link between the formal and the computational
approaches for cryptographic protocols started with the seminal work of Abadi
and Rogaway [4], in a passive setting. There have been many extensions to the
work of Abadi and Rogaway in the passive case, such as studying complete-
ness [13], considering deterministic encryption [14] (a more detailed comparison
is provided below), One-Time pad, length-revealing and same-key revealing en-
cryption [12] or allowing composed keys [15] and key-cycles [16].

The first results in an active setting were achieved by Backes, Pfitzmann,
and Waidner [17, 18, 19]. These works prove the soundness of a rich language
including digital signatures, public-key and symmetric key encryption in the
presence of an active attacker for several kind of security properties. Quite sim-
ilar results were established in more abstract and classical Dolev-Yao models for
asymmetric encryption and signatures [20, 21]. While more easily amendable
to full automation, these results do not offer universal composability guarantees
like the previous ones. However, Canetti and Herzog [22] have recently ob-
tained a similar soundness theorem for a restricted class of protocols—mutual
authentication and key exchange protocols using only public-key encryption—
which does offer strong composability properties in the universal composability
framework. Laud [23] presents an automated procedure for computationally



sound proofs of confidentiality in the case of an active attacker and symmetric
encryption when the number of sessions is bounded. Datta et al. [24] introduce
a symbolic logic that allows cryptographically sound security proof. Recently,
Blanchet [25] proposed a computationally sound mechanized prover that relies
directly on games transformations, a proof technique commonly used in the
cryptographic setting.

Except [25], the previously mentioned results are all dedicated to some fixed
set of cryptographic primitives. Here, our goal is not restricted to obtaining
some particular soundness result for a given set of primitives and security prop-
erties. Rather, we aim at developing a general setting to reason about the
adequacy of abstract functional symbols equipped with an equational theory
and their corresponding cryptographic implementations. To the best of our
knowledge, this approach is new and distinct from existing work. We now dis-
cuss some related work concerning the two theories (exclusive OR as well as
ciphers and lists) that we have considered to illustrate our framework.

Regarding the soundness of exclusive OR, Backes and Pfitzmann [26] have
independently shown an impossibility result in the framework of reactive simu-
latability, in the presence of an active adversary. They also present a soundness
result in the presence of a passive adversary. While we consider the application
of exclusive OR only to pure random values, Backes and Pfitzmann deal with
arbitrary payloads. It is however not clear how the framework of reactive sim-
ulatability in the presence of a passive adversary compares to our framework
based on static equivalence.

Concerning the theory of ciphers and list, Laud [14] presents soundness re-
sults in the style of Abadi and Rogaway for ciphers. While these results are close
to ours, Laud’s notion of formal equivalence is apparently more pessimistic than
ours regarding the secrecy of encryption keys. For instance, as opposed to [14],
we consider that the encryption of a fresh random value by a known key is
indistinguishable from a random value—that is, formally, the pair (enc(n, k), k)
is indistinguishable from (n’,k). The reason is that, in the absence of tags,
each encryption key of a cipher yields a permutation on the space of values.
Therefore, if n follows the uniform distribution, such as in our implementation
(Section 5.2), so does the term enc(n, k). Provided a suitable set of equations,
static equivalence naturally accounts for this property, whereas there seems to
be no natural and immediate way to express the same equivalences using pat-
terns in the style of Abadi and Rogaway. In some sense, the work of Abadi and
Warinschi [27] can be seen as an attempt to do so on a fragment of equivalences
modeling guessing attacks. Recently, the techniques developed in the present
paper have been applied successfully by Abadi, Baudet, and Warinschi [28] to
generalize the ideas of [27] and justify a modeling of guessing attacks purely
based on static equivalence.

In [14], Laud provides a computationally sound proof system handling both
ciphers and exclusive OR in the presence of a passive attacker. This proof system
is used to prove the security of several encryption modes including CBC. This
approach differs from the one developed here as it aims at direct cryptographic
proofs of security (much as in [23, 25]). In comparison, our approach (as in [4,



12, 15, 16, 17, 18, 19, 13, 20, 21]) aims to exhibit a class of protocols for which
the absence of formal attacks entails the existence of a computational proof of
security.

Further related work.. Since the publication of a preliminary version [1] of this
article, several papers have addressed the computational soundness of static
equivalence. As already mentioned, Abadi, Baudet, and Warinschi [28] study
resistance against offline guessing attacks modelled in terms of static equivalence
and use the framework developed in this paper to show the soundness of an equa-
tional theory including ciphers, symmetric and asymmetric encryption. In [29],
Bana, Mohassel and Stegers argue that the notion of static equivalence is too
coarse and not sound for many interesting equational theories. They introduce
a general notion of formal indistinguishability relation. This highlights that
soundness of static equivalence only holds for a restricted set of well-formed
frames (in the same vein Abadi and Rogaway used restrictions to forbid key
cycles). They illustrate the unsoundness of static equivalence for modular ex-
ponentiation. More recently, Kremer and Mazaré [30] use our framework to
define soundness of static equivalence in the presence of an adaptive, rather
than purely passive, adversary. They show soundness results of static equiva-
lence for an equational theory modelling modular exponentiation (for a class of
well-formed frames, hence not contradicting [29]), as well as symmetric encryp-
tion with composed keys which can be computed using modular exponentiation
or exclusive or.

The active version of static equivalence is the observational equivalence rela-
tion introduced by Milner and Hoare in the early 80s. Intuitively, two processes
are equivalent if an observer cannot tell the difference between the two pro-
cesses. The observer can in particular intercept and send messages to the pro-
cesses. Comon-Lundh and Cortier [31] have recently shown that observational
equivalence between processes in a fragment of the applied pi-calculus [32] im-
plies cryptographic indistinguishability against active attackers, in the context
of symmetric encryption. They use an extended version of soundness of static
equivalence (called tree soundness) as a key step in their proof.

Outline of the paper.. In the next section, we introduce our abstract and con-
crete models together with the notions of indistinguishability. We then define
the notions of soundness and faithfulness and illustrate some consequences of
soundness with respect to static equivalence on groups. In Section 4, we de-
fine the ideal semantics of abstract terms, present our soundness criterion, and
prove it necessary for a large family of equational theories. As an illustration
(Section 5), we prove the soundness for the theories modeling exclusive OR, as
well as ciphers and lists. We then conclude in Section 6. An appendix contains
detailed proofs of formal lemmas related to static equivalence.

2. Modeling cryptographic primitives with abstract algebras

In this section we introduce some notations and set our abstract and concrete
models.



2.1. Abstract algebras

Our abstract models—called abstract algebras—consist of term algebras de-
fined over a many-sorted first-order signature and equipped with equational
theories.

Specifically, a signature (S,F) is made of a set of sorts S, with elements
denoted by s, s1..., and a set F of symbols, written f, fi..., together with
arities of the form ar(f) = s; X ... x s — s (kK > 0). Symbols that take k =0
arguments are called constants; their arity is simply written s. We fix a set
N of names, written a, b..., and a set X of variables x, y... We assume that
names and variables are given with sorts, and that an infinite number of names
and variables are available for each sort. The set of terms of sort s is defined
inductively by

T == term of sort s
| =« variable z of sort s
| a name a of sort s

f(Ty,...,Tx) application of symbol f € F

where for the last case, we further require that T; is a term of some sort s;
and ar(f) = s1 X ... X sp — s. We write var(T) and names(T") for the set of
variables and names occurring in T, respectively. A term T is ground or closed
iff var(T) = 0. We may write var(Ty,...,T)) instead of var({T1,...,Tx}) and
similarly for names.

A context C is a term with holes, or (more formally) a term with distin-
guished variables. When C is a context with n distinguished variables z1, ...,
T, we may write C[z1,...,z,] instead of C' in order to show the variables, and
when Ty, ..., T, are terms we may also write C[T1,...,T,] for the result of
replacing each variable x; with the corresponding term T;.

Substitutions are written o = {21 — T, ..., 2, — T} with domain dom(o) =
{z1,...,2,}. We only consider well-sorted substitutions, that is, substitu-
tions ¢ = {z1 — T1,...,z, — T} for which z; and T; have the same sort.
Such a o is closed iff all of the T; are closed. We let var(o) = |, var(T3),
names(o) = |J; names(7;), and extend the notations var(.) and names(.) to tu-
ples and sets of terms and substitutions in the obvious way. The application
of a substitution o to a term T is written o(T') = To. If p is a position of T,
the expression T'|, denotes the subterm of T' at the position p. The expression
T[T"], denotes the term obtained after replacing the subterm in position p of T
with 7”.

Symbols in F are intended to model cryptographic primitives, whereas names
in N are used to model secrets, that is, concretely random numbers. The
intended behavior of the primitives is described by an equational theory F,
that is, an equivalence relation on terms (also written =g) compatible with
applications of symbols and well-sorted substitutions:

o for every k-ary symbol f and terms ¢4, ..., tg, t], ..., ¢}, of the appropriate
sorts, Vi, t; =g t} implies that f(t1,..., fx) = f(t1,..., fL);



e for every well-sorted substitution ¢ and terms ¢, t/, if t =g ' then to =g
t'o.

In the sequel we further require that E is stable under (well-sorted) sub-
stitution of names. All the equational theories that we consider in this pa-
per satisfy these properties. For instance, symmetric and deterministic en-
cryption is modeled by the theory FEe,. generated by the classical equation
Eene = {dec(enc(z,y),y) = x}.

A symbol f is free with respect to an equational theory F iff there exists a
set of equations F' generating F such that f does not occur in F. A sort s is
degenerated in E iff all terms of sort s are equal modulo F.

It is often useful to orient equations and work with rewriting rules instead of
the equational theory. Formally, a rewriting rule is an expression | — r where [
and r are two terms of the same sort. Given a set of rewriting rules R (called
rewriting system), we write T —x T if there exists arule ] — r € R, a position
p and a (well-sorted) substitution ¢ such that T'|, = lo and TV = T[ro],. We
write —% for the reflexive and transitive closure of —, and =g for its reflexive,
symmetric and transitive closure.

Given an equational theory E and a rewriting system R, we write —r /g
for the relation =g—r=p. We define —7, /E and =¢ /E similarly as above. R
is E-terminating iff —%,p admits no infinite sequence of reductions Ty —x,/p
Ty —-r/g ---Tn —r/E ... It is E-confluent iff for every T —>%/E T1 and
T —%,p T2, there exist T] and T3 such that Ty —% , 11, T2 =% 5 15,
and T} =g T4. Finally, R is E-convergent iff it is both E-terminating and
E-confluent. When F is the syntactic equality, this yields the usual notions of
termination, confluence and convergence.

2.2. Frames, deducibility and static equivalence

We use frames [7, 10] to represent sequences of messages observed by an
attacker, for instance during the execution of a protocol. Formally, a (closed)
frame is an expression ¢ = va.{xy =T1,...,2, = T} where a is a set of bound
(or restricted) names, and for each i, T; is a closed term of the same sort as x;.

For simplicity, we only consider (closed) frames ¢ = va.{xy = T1,...,x, =
T, } which restrict every name in use, that is, for which @ = names(77,...,T,).
A name a may still be disclosed explicitly by adding a mapping x, = a to the
frame. Thus we tend to assimilate such frames ¢ to their underlying substitutions
o={x1—Ty,...,2, — Ty}

Definition 1 (Deducibility). A (closed) term T is deducible from a frame ¢
in an equational theory E, written ¢ g T, iff there exists a term M such that
var(M) C dom(yp), names(M) Nnames(p) =0, and My =g T.

In what follows, again for simplicity, we only consider deducibility problems
¢ kg T such that names(7T") C names(p).

Consider for instance the theory Fenc and the frame o1 = vky, ko, k3, ka. {21 =
enc(ky, k2), x2 = enc(ky, k3), 3 = k3}: the name k4 is deducible from ; since
dec(za, x3)¢1 =g, k4 but neither ky nor ky are deducible.



Deducibility is not always sufficient to account for the knowledge of an at-
tacker. For instance, it lacks partial information on secrets. Indeed, if we
consider a naive vote protocol where agents simply send their vote (0 or 1) en-
crypted under some key, the security problem is not whether an attacker can
learn the values of 0 or 1, but rather whether an attacker can tell the difference
between a message that contains the vote 0 and a message that contains the vote
1. That is why another classical notion in formal methods is static equivalence.

Definition 2 (Static equivalence). Two frames p; and 5 are statically equiv-
alent in a theory E, written ¢ &g @9, iff dom(¢1) = dom(y3), and for all terms
M and N such that var(M, N) C dom(p;) and names(M, N) Nnames(p1, p2) =
0, Mp1 =g N if and only if My =g Ns.

For instance, the two frames vk. {z = enc(0,k)} and vk.{z = enc(1,k)} are
statically equivalent with respect to Fenc. However the two frames

vk{x =enc(0,k), y =k} and vk.{z = enc(1,k), y = k}
are not (consider the test dec(x,y)=0), although the set of terms that can be
deduced from both frames is the same (0 and 1 are two constants known by the
attacker).

2.3. Concrete semantics

We now give terms and frames a concrete semantics, parameterized by an
implementation of the primitives. Provided a set of sorts S and a set of symbols
F as above, a (S, F)-computational algebra A consists of

e a non-empty set of bit-strings [s]a C {0,1}* for each sort s € S;

e an effective procedure implementing a function [f]4 : [s1]a%... X [sx]a —
[s]a for each symbol f € F with ar(f) =s1 X ... X s — s;

o an effective procedure for deciding a congruence =4 , for each sort s, in
order to check the equality of elements in [s] 4 (the same element may be
represented by different bit-strings); by congruence, we mean a reflexive,
symmetric, transitive relation such that e; =4 g, el .., ek = A5 eﬁg =
[flaler,...,ex) =as [flalel, ... e}) (in the remaining we often omit s
and write =4 for =4 ;);

e an effective procedure to draw random elements from [s]4; we denote

such a drawing by z £ [s]a; the drawing may not follow a uniform
distribution, but no =4 s-equivalence class should have probability 0.

Assume a fixed (S, F)-computational algebra A. We associate to each (closed)
frame ¢ = {x1 =T1,...,z, = T} a distribution ¢ = [], of which the draw-

ings 15 Xl 1 are computed as follows:

. ~ R
1. for each name a of sort s appearing in T, ..., T, draw a value @ «— [s] 4;



2. for each z; (1 <14 < n) of sort s;, compute ﬁ € [s;] a recursively on the
structure of terms: f(77,...,T") = [fla(Ty,...,T},); using the values a
defined at step 1 for names.

3. return the value 12)\ ={r; = ﬁ, ey Ty = ﬁ}

Such values ¢ = {1 = e3,...,2, = e, } with e; € [s;]a are called concrete
frames. We extend the notation [.J4 to tuples of closed terms in the natural
way: €1,...,€n i [T1,...,Tn]a denotes the drawing

R
{-7;1 =€1,...,Tpn = en} — [[{xl = Tla cey I = TrL}]]A
for appropriate variables z1, ..., x,. We also generalize the notation to (tu-

ples of) terms with variables, by specifying a concrete value for each of them:
[[.]]A’{m:el’wxn:en}. Notice that when a term or a frame contains no names,
the translation is deterministic; in this case, we use the same notation to denote
the distribution and its unique value.

In the rest of the paper we focus on asymptotic notions of cryptographic
security and consider families of computational algebra (4,) indexed by a com-
plexity parameter n > 0. (This parameter 7 might be thought as the size of
keys and other secret values.) The concrete semantics of a frame ¢ is a family
of distributions over concrete frames ([¢] .4, ). We only consider families of com-
putational algebras (A,) such that the algebraic operations (i.e. the functions
associated to symbols, the congruence relation =4 s, and the drawing func-
tions) are computable by uniform, probabilistic polynomial-time algorithms in
the complexity parameter 1. This ensures that the concrete semantics of every
(fixed) term or frame is efficiently computable (in the same sense).

Families of distributions (ensembles) over concrete frames benefit from the
usual notion of cryptographic indistinguishability. Intuitively, two families of
distributions (v,) and (vy) are indistinguishable, written () =~ (¢;), iff no
probabilistic polynomial-time adversary A can guess whether he is given a sam-
ple from v, or w;] with a probability significantly greater than % Formally, we
ask the advantage of A,

AdVIND(A’mwm%) — p@i Uy An, ) = 1] —IP’[@& Yy, A(n,¥) =1]

to be a negligible function of 7. We recall that a function f is said negligible
if for any integer n > 0, there exists 7y such that f(n) < n=" for any n > np.
(Note that we regard negative functions as negligible here.)

A function f(n) is overwhelming iff 1 — f(n) is negligible. A family of dis-
tributions (v,) is collision-free (with respect to the family of congruences =4, )
iff the probability of collision between two random elements from ,, that is,

Pley,es £ Yy e1 =4, ea], is a negligible function of 7. Note that, by classical
properties of probability, this is equivalent to requiring that the probability of
sampling any given e from 1), (modulo =4, ) is negligible, that is, the function

sup, P [e £ Uy 1 e=a, eo} is bounded by a negligible function of 7.



By convention, the adversaries considered in this paper are given access
implicitly to the complexity parameter n and to as many fresh random coins as
needed.

3. Comparing abstract and computational algebras

In the previous section we have defined abstract and computational algebras.
We now relate formal notions such as equality, (non-)deducibility and static
equivalence to their computational counterparts, that is, equality, one-wayness
and indistinguishability.

3.1. Soundness and faithfulness

We introduce the notions of sound and faithful computational algebras with
respect to the formal relations studied here: equality, static equivalence and
deducibility.

Let E be an equational theory. A family of computational algebras (A4,) is

e =p-sound iff for every closed terms 717,75 of the same sort, 77 =g Tb

implies that P[eq, es il [T1, T2] 4, : e1 =a, e2] is overwhelming;

o =p-faithful iff for every closed terms T7,T5 of the same sort, 77 #g Tb
implies that P[ey, es il [Ty, Tg]]An D er=a, es] is negligible;

e ~p-sound iff for every frames ¢, 2 with the same domain, ¢1 ~g @2
implies that ([¢1]a,) = ([¢2]4,);
o ~p-faithful iff for every frames 1, s of the same domain, 1 %g s

implies that there exists a polynomial-time adversary A for distinguishing
concrete frames, such that Adv'™P (A, n, [¢1]a,, [¢2]a,) is overwhelming;

e /p-sound iff for every frame ¢ and closed term T such that names(7T") C
names(p), ¢ g T implies that for each polynomial-time adversary A,

Plg,e <= [, T]4, : A(¢) =a, € is negligible;

o /p-faithful iff for every frame ¢ and closed term 7T such that names(T") C
names(p), @ Fg T implies that there exists a polynomial-time adversary

A such that P[¢, e £ [, 174, : A(®) =4, €] is overwhelming.

Sometimes, it is possible to prove stronger notions of soundness that hold
without restriction on the computational power of adversaries. In particular,

(Ay) is

e unconditionally =g-sound iff for every closed terms 77,75 of the same
sort, T =g T» implies that P[eq, eg £ [Ty, T2] 4, : e1 =4, e2] = 1;

o unconditionally ~g-sound iff for every frames (1, p2 with the same do-
main, @1 ~p @2 implies ([p1]a,) = ([v2]a,);
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o unconditionally V/g-sound iff for every frame ¢ and closed term T such
that names(T) C names(p) and ¢ /g T, the drawings for ¢ and T

are independent: for all ¢q, eg, P[¢q, eg il [, T]a,] = Pléo il [e]a,] x
Pleg £ [7]4,], and the drawing (£ [7]4,) is collision-free.

The fact that the first two unconditional notions are stronger than their com-
putational counterparts is clear from the definitions. As for the unconditional
F/g-soundness, observe that if the drawings for ¢ and T' are independent, and

the drawing (eli [7]4,) is collision-free, then any adversary .A has negligible
probability of retrieving the value of T":

Plo,e < [, T]a, : A(¢) =4, €]
= Plp < [¢]a, e < [T]a, : A(@) =a, €]

< supPle <& [T]a, : e =4, e

€0

Generally, (unconditional) =g-soundness is given by construction. Indeed
true formal equations correspond to the expected behavior of primitives and
should hold in the concrete world with overwhelming probability. The other
criteria are however more difficult to fulfill. Therefore it is often interesting to
restrict frames to well-formed ones in order to achieve soundness or faithfulness:
for instance Abadi and Rogaway [4] do forbid encryption cycles (see Section 5.2).

It is worth noting that the notions of soundness and faithfulness introduced
above are not independent.

Proposition 1. Let (A,) be a =g-sound family of computational algebras. Then
1. (Ay) is Y g-faithful;
2. if (Ay) is also =g-faithful, (A,) is =g-faithful.

PROOF.

1. Suppose names(T") C names(p) and ¢ kg T, that is, there exists M such
that var(M) C dom(p), names(M) Nnames(p) = 0, and My =g T. We
define an adversary A which can deduce [T] from [¢] as follows: given

the concrete frame ¢ = {z; = ¢;}, A returns a sample e £ [M]a, e
As (A;)n>0 is =g-sound and names(7T") C names(p), A’s probability of
success is greater than 1 minus a negligible function.

2. Suppose p1 #g @2 there exist two terms M and N such that var(M, N) C
dom(p1), names(M, N) N names(p1, p2) = 0, and for instance My, =g
N1 whereas Mys #r Nys. Let A be the adversary that tests, given 7,
and ¢, whether [M] 4, ¢ =a, [N]4,,4, and returns the result of the test.
A runs in polynomial-time and by =g-soundness and =g-faithfulness, its
advantage is 1 minus a negligible function. O

11



For many theories, we have that ~g-soundness implies all the other notions
of soundness and faithfulness. This emphasizes the importance of ~g-soundness
and provides an additional motivation for its study. As an illustration, let us
consider an arbitrary theory which includes keyed hash functions.

Proposition 2. Let (A4,) be a family of ~g-sound computational algebras. As-
sume that free binary symbols hy : s x Key — Hash are available for every
sort s, where the sort Key is not degenerated in E, and the drawing of random

elements for the sort Hash, (i [Hash]a,), is collision-free. Then
1. (A,) is =g-faithful;
2. (A,) is /g-sound;

3. Assume the implementations for the symbols hg are collision-resistant, that
is, assume that for all Ty, T of sort s, given a fresh name k of sort Key,
the quantity

P [61,62,6’176/2 BTy, Ty, ho(Th, k), h(Ta, K] a, ¢ €1 #a, €2, €4 =a, eg}
is negligible. Then (A,) is =g-sound, V/g-faithful and ~g-faithful.
PROOF.

1. Let T7,T5 be two terms of sort s such that T #g Ts. Consider the frame
¢ = {x1 = hs(T1,k), 22 = hs(Ts, k)} where k is a fresh name of sort
Key. As T1 #g T and hy is free, we have ¢ ~p {x; = n, z2 = n'}
where n,n’ are two distinct fresh names of sort Hash (Proposition 17 of
Appendix A). By assumption, this entails [¢] = [{z1 =n, z2 =n'}]. In

particular, since (<—13 [Hash] a,) is collision-free, the quantity

R
P [61,62 — [11, T2]a, : e1=a, 62:|

<P {e’l,eé £ [hs(T1, k), hy(To, k)]a, : €] =a, 6’2}

is negligible.

2. Let ¢ be a frame and T a closed term of sort s such that names(7T") C
names(p) and ¢ g T. We let 9 = o U{z = hs(T,k),y = k} and
p1 = eU{x = n,y = k} where z, y are fresh variables, k is a fresh name of
sort Key, n is a fresh name of sort Hash. As ¢ /g T, we have pg ~g ¢1
(Proposition 18 of Appendix A). Thus by assumption, [po] = [¢1]-

By contradiction, suppose that there exists a polynomial-time adversary
A able to deduce [T] from [¢] concretely with non-negligible probability
of success. We build an adversary B that distinguishes between [¢g] and
[1] as follows: let ¢ be the sample from [p;], to be analyzed, where
b € {0,1}. Let T be the answer of A when given the restriction of ¢

12



to dom(yp). B returns 0 if x¢ =4, [hs]a, (T, y¢), and 1 otherwise. By
definition, the advantage of B is

Plp < [poly : B(n, ) = 0] —P[p <= [p1, = B(n,¢) = 0]
= Plo < [poly; T <% Aldlaom(e) © 26 =a, [hsla, (T y¢)]
—Plp < [oaln; T % A(Blaom(e) : ©0 =4, uhsﬂ&,( )

¢.e <[00, Tly; T = A(laom(p) = T = e)]
—Plp < [oaln; T < AlBlaom(p) © 26 =a, [hala, (T, y0)]

In the last probability expression, observe that x¢ is drawn from the dis-
tribution (i [Hash] A

distribution (i [Hash] a,) is collision-free, the advantage of B is non-
negligible; contradiction.

Y%

[
[
P
[

) independently from T and y¢. Hence, as the

n

. Let Ty and T3 be two terms of sort s such that 77 =g T5. Consider the
same frame as before: ¢ = {1 = hs(T1,k), 22 = hs(To, k)}. AsTh =g T
and hy is free, we have ¢ =g {1 = n, z2 = n} where n is a fresh name
of sort Hash (Proposition 19 of Appendix A). By assumption this entails
that [¢] = [{z1 =n, z2 = n}] thus

P [e'l,e'z A 0T, k), ho(To, B)]a, €} =a, e;} >1—¢,

where ¢, is a negligible function. As the implementation of hy is collision-
resistant, we deduce that

R
P {elaez — [T1, T3], : e #a, 62}

is negligible. Other properties follow from Proposition 1. O

3.2. ~g-soundness implies classical assumptions on groups

In this section we present some interesting consequences of ~ g-soundness.

Inspired by the work of Hohenberger and Rivest on pseudo-freeness [33, 34], we
prove that several standard cryptographic assumptions on groups are implied
by the soundness of static equivalence. We concentrate on abelian groups as
these are more relevant for cryptographic applications. We believe that similar
techniques would apply for non-commutative groups as well.

We model an abelian group G with exponents taken over a commutative
ring A by an abstract algebra over the following signature:

x : GxG—-G - : A A

la¢ : G . : AxA— A
+ : AxA—- A 14 : A

0o : A exp : GxA—-G

13



We use the infix notation for the operators *, -, 4+, and write g* to denote
exp(g,a). Note that the inverse operation on G is represented here by g —
exp(g, —(14)) = g~ 14). We consider the equational theory Eg generated by the
following equations (where x,y, z are variables of sort G, and u,v,w variables
of sort A):

u+v = v+tu T*Yy = Y*T
ut+(v4+w) = (u+v)+w zx(yxz) = (r*xy)*z
u+04 = u zxlg = =
u—l—(—u) = 04 (Zu)v —  puv)
u-v = v-u TVxxt = gty
u-(v-w) = (u-v)-w rla = o
u-ly = wu 204 = 1g
(u+v)-w = v-wHv-w (xxy) = z%*xy"

We now recall several classical problems on groups. For cryptographic ap-
plications, it is desirable that these problems be hard, that is, not feasible by
any probabilistic polynomial-time adversary:

e discrete logarithm (DL) problem: given g and ¢, find a, such that g* = ¢;

e computational Diffie-Hellman (CDH) problem: given g, g% and ¢°, find
ab.

g
e decisional Diffie-Hellman (DDH) problem: given g, g° and ¢°, distinguish
g® from a random element ¢¢;

e RSA problem: given elements a and ¢“, find g.

A more detailed presentation of these hard problems can be found in [35].

Assume a family of computational algebras (A,) over the signature above
such that (A,) is ~g.-sound, at least for some subset of well-formed frames
WEF. Consider the two frames

Y1 = Vgaa7b'{x1 =9g,T2 = ga7:173 = gb7x4 = ga-b} and
Yo = Vgaa7ba C-{ml =4g,T2 = gaa'r?) = gbaxél - gc}

and assume that 1, o € WF. Then no probabilistic polynomial-time adver-
sary A can solve the DDH problem in (A,) with non-negligible probability.

Indeed, as suggested in [7], the question of (computationally) distinguishing
these two frames exactly encodes the DDH problem. Given the equational the-
ory Eg, we prove the formal equivalence ¢1 =g, p2 (Lemma 21 of Appendix B).
Thus, by ~p,-soundness, the DDH problem is hard in (4,).

Clearly, if one can solve the DL problem, one can also solve the CDH prob-
lem, which itself allows us to solve the DDH problem. Therefore, the hardness
of DDH implies the hardness of the two other problems.

In a similar way, we see that ~p.-soundness on an augmented signature
implies the hardness of RSA. Instead of directly encoding the RSA problem,
we introduce a slightly weaker decision problem, whose hardness implies the
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hardness of RSA. The encoding of this problem requires the extension of the
signature by a unary function symbol h : G — Hash, adding no equation to the
theory. Consider the two frames

@3 =vg,a.{r1 = g*,x2 = a,x3 = h(g)} and
@4 =vg,a,h{zx1 = g*,x2 = a,x3 = h}.

We prove that ¢3 ~pg. ¢4 in Lemma 22 of Appendix B. As above, if an im-
plementation (A,) is ~g.-sound of for some subset of well-formed frames WF
including ¢3 and ¢4, then the RSA problem cannot be efficiently solved in (A4,).
Indeed, any adversary A to the RSA-problem can be turned to an (equally effi-
cient) adversary against ([¢s]a,) =~ ([¢a]a,) simply as follows: given a sample
{x1 = e1,22 = e2,25 = e3} from either side, let e be the result of A applied on
1, e1 and ey; return 1 (“left-hand side”) if [h] 4, (e) equals to ez, O otherwise.

An interesting open question is whether ~ g -soundness implies or is implied
by Rivest’s notion of pseudo-free groups [34], or equivalently [36], the strong
RSA property. We conjecture that the two notions are in fact incomparable.
Indeed, on the one hand, our notion implies the hardness of DDH, which remains
an open question for strong RSA. On the other hand, pseudo-freeness and strong
RSA deal with a form of adaptive attackers while our model is purely non-
adaptive.

4. A sufficient (and often necessary) criterion for ~g-soundness

We now present useful results for proving ~pg-soundness properties in gen-
eral. Notably, we provide a sufficient criterion for ~g-soundness in Section 4.1
and prove it necessary under additional assumptions in Section 4.2.

4.1. Ideal semantics and ~g-soundness criterion

Given an implementation of the primitives, we have defined in Section 2.3
the concrete semantics [] .4, associated to every frame ¢ . We now define the
ideal semantics of a frame ¢, intuitively as the conditional distribution over
all the concrete values (in the appropriate space) that pass every formal test
satisfied by ¢.

Specifically, for every frame ¢, we define the tests of ¢ to be

test(v) = {(M, N) | var(M, N) C dom(y), names(M, N) N names(p) = 0}.
We let eqp () be the set of tests that are true in ¢:
edp(p) = {(M, N) € test(p) | My =5 N}

Note that, by definition, ¢ =g ¢ iff eqg (@) Ntest(¢’) = eqp(¢’) N test(y).

Let (A,) be a family of computational algebras, ¢ = {z1 =T1,...,z, =T}
be a frame, and s; be the sort of z;. We define the set of eligible, well-formed
values for ¢ by

Valya, () = {{ml =el,..,Tn=en} | (€1,...,€n) € [51]a, X -+ X [[Sn]]An}
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and write ¢ £ [[ga]]‘ganl for the process of drawing a random value ¢ = {z; =

€1,...,Tp = ey} from Valy, (¢) using the drawings e; i3 [si] 4, in the natural
way.

Consider the following subset of concrete frames, intuitively, that pass all
the valid tests of ¢:

ValA {(b € ValA ( ) ‘V(Mv N) € GQE(w)v

P |:U’U <£ [[M) N]]An,{zlzel,...,zn:ﬁ’n} S U= U:| - 1}

Note that, provided that (A,) is unconditionally =g-sound, Val’An (¢) is non-
empty as it contains at least the values given by the usual semantics of .

Definition 3 (Ideal semantics). Let (A4,) be an unconditionally =g-sound
family of computational algebras and ¢ be a frame. The ideal semantics of
is the family of the distributions [[ap]]ldeal obtained by conditionning each distri-

bution [[(,0]]"al to the set of values Val A,,(SD)- In other words, the probability to
draw ¢ € ValA"((p) is

0 ifp & Va'liAn(QD)
% Plo 2 [[QD]]E}] otherwise

Plg  [ole™] = {

where V = P[¢g £ [[(p]]val ¢o € Val'(p)].

We say that (A,) has uniform distributions if and only if for every n and
every sort s, [s] 4, is a finite set, =4, s is the usual equality, and the distribution
associated to s by A, is the uniform one over [s] 4, .

By classical property of conditional probabilities, we note that in the case of
uniform distributions, the ideal semantics of a frame ¢ coincides with the family
of uniform distributions over the (finite, non-empty) sets Valf% ().

For instance, let ¢ = vny,no.{x1 = n1,x2 = ny} with ny and ns of sort s.
Then, given that F is stable by substitution of names, we have that eqg(p) =
{(M,N) € test(¢) | M =g N}. By unconditional =g-soundness, we deduce
that [[(,:J]]‘deELl is simply the uniform distribution over [s]4, x [s]a4, -

We now state our ~pg-soundness criterion: intuitively, the two semantics,
concrete and ideal, should be indistinguishable.

Proposition 3 (~g-soundness criterion). Let (A,) be an unconditionally
=g-sound family of computational algebras. Assume that for every frame ¢
it holds that ([¢]a,) ~ ([[ga]]‘deal). Then (Ay) is =g-sound.

PROOF. Let @1 =g ¢2. The equality eqg(p1) Ntest(p2) = eqr(p2) N test(cpl)
entails Val’ A, (1) = Val’ 2, (92), thus the distributions [[gol]]ldeal nd [e ]]ldeal
equal. We use the tran51t1v1ty of the indistinguishability relation A to onclude

(lea]a,) = ([ = (w2l = ([p2] a,)- O
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4.2. Transparent frames

In this section we show that our soundness criterion is necessary for a general
class of equational theories, called transparent theories. In those theories, each
frame can be associated to an equivalent transparent frame (defined below),
which is easier to analyze.

Definition 4 (Transparent frames). A frame @ is transparent for an equa-
tional theory F if each of its subterms is deducible from ¢ in F.

Example 1. Inthe theory Eenc, the frame 13 = {z1 = enc(enc(ky, k3), k1), x2 =
enc(ky, k2), x5 = ka} is not transparent, as neither ks nor k4 are deducible, but
the frame @7 = {x1 = enc(nq, k1), z2 = enc(ky, ka2), 23 = ka} is.

The following proposition finitely characterizes the equations verified by a
transparent frame.

Proposition 4. Let ¢ be a transparent frame for E. Then, ¢ is of the form

o ={z1=Cilar,-..,am), .., &y = Cprlar,...,an]}
where C1, . .., C, are (not necessarily linear) contexts such that names(C1,...,Cyp) =
0, Cilar,...,aml,...,Chrlar,...,an] are closed and, ay,...,a, are distinct de-

ducible names: ¢ Fg a;.

For each a;, let M, be a term such that var(M,,) C {z1,...,2,}, names(Mg, )N
names(p) = 0 and My, =g a;. Then every equation which holds in ¢ is a log-
ical consequence of E and the equations x; = C;[M,,, ..., M,, ], written

EU {mj :Cj[Man'"vMam] | 1 Sjén} ':qu((P)~

By logical consequence, we refer to the usual first-order theory of equality, where
the variables x1, ..., x, are considered here as constants.

PROOF. Let (M,N) € eqg(p). By definition, we have My =g Ny, that is,
M{Ij — Cj [al, e ,am]}lgjgn =g N{xj [ad Cj [al, ey am}}lgjgn. Since E iS
stable by substitution of names, we obtain

M

M{z; — Cj[Mgy, ..., Mo, 1} 1<j<n =5 N{xj = Cj[Ma,, ..., Mo, [}1<j<n-

Using the equalities z; = C;[M,,, ..., M,, ] and by transitivity, we obtain {x; =
Ci[May,..., M, ] |1<j<n}UEEM=N. O

Another nice and useful property of transparent frames is that their concrete
and ideal semantics coincide.

Proposition 5. Let (A,) be an unconditionally =g-sound family of computa-
tional algebras, having uniform distributions. Let ¢ be a transparent frame. The
concrete and the ideal semantics of ¢ yield the same family of distributions: for

all n, []a, = [p]ide.
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PRrROOF. Let ¢ = {z1 = Cila1,...,am), -, Tn = Cpla1,...,an]|}, with M;p =g
a; (1 <i<m) as above. Let s; be the sort of a;, s; be the sort of z; and n a
given complexity parameter.

The usual concrete semantics of ¢ consists in mapping every drawing of
names from the set £ = [s1]4, X -+ X [sm] 4, to a value in F = Valy, (¢). Let
us note « : & — F this function, defined by:

aler,...,em) = {931 = [Cily,-- - vymm{y1=e1,...,ym=em}v ceey

20 = [Caltns - Yml] (e, }

where the y; are fresh variables respectively of sort s;, and we omit the subscript
A, for sake of clarity.
Using the M;, we can also define a function g: F — &:

B(6) = (IMilgs-- . [Mnl,)

We note that the distribution of [M;¢p] equals to that of [M;], where ¢ ia

[#], or equivalently, of IIMi]]a(el,...,en) where (e1,...,ep) Loe As M;p =g a;,

(A;) is unconditionally =g-sound, and no element of £ has probability 0, we

obtain that foa = Idg. Thus « is injective and yields a bijection from £ to its

image G = «(€). By assumption, £ is equipped with the uniform distribution,

therefore the concrete semantics of ¢ is the uniform distribution on G.
Moreover G satisfies:

G = {seF|alp(e) = o}
= {6€F1VIC vl gupan gty = [l )
= {eerIvilciM,.... Mall, =[], }

As ¢ is transparent, by Proposition 4, eqg(p) is implied by the equations
C;[My,...,M,] = z; and E. By unconditional =g-soundness, we deduce that
the values in G pass all the tests in eqg(v); in other words, G C Valf%(gp).
Conversely, every element of Val;l” () is trivially in G; therefore G = Val;ln ().
Since F is equipped with uniform distribution, we obtain that the ideal seman-
tics of ¢ coincides with the uniform distribution on G, and therefore with its
concrete semantics. O

A noticeable consequence of Proposition 5 is that, in the case of uniform
distributions, two statically-equivalent transparent frames are always indistin-
guishable. (The argument is similar to that of Proposition 3.) This motivates
the following definition, for the purpose of studying ~g-soundness or a converse
to Proposition 3.

Definition 5. An equational theory F is transparent if and only if for every
frame ¢, there exists a (not necessarily unique) transparent frame @ such that
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Transparent frames and theories are related to the notion of patterns intro-
duced by Abadi and Rogaway [4] and used in subsequent work [13, 12] so as
to define computationally sound formal equivalences. There, messages are first
mapped to patterns by replacing non-deducible subterms with boxes [J. By
definition, two messages are then equivalent if and only if they yield the same
pattern (up to renaming of names). For example, if {M} x denotes the proba-
bilistic encryption of M by a key K, the message ({{K4}r; } i,y {K1}r,, K2) is
mapped to the pattern ({O} k., {K1}k,, K2). (Compare with example 1 where
we have ¢, ~g,_01.)

However, the notion of transparent frames is defined for any equational the-
ory. Also, it might be the case that a frame corresponds to several transparent
frames. For example, consider the theory of the exclusive OR (given in Sec-
tion 5.1) and the frame:

o ={z1 =n1 B ng, T3 =no G ng, x3 =n1 Sng}.

There are several transparent frames equivalent to ¢, for instance {z1 = n; @
Ng, To = N1, T3 = Na}, {T1 = N1, Ta = N1 B ng, 3 = na} and {1 = nq, 29 =
ng, T3 =Ny D na}.

We believe that the notion of transparent frames is relevant in many theories
useful in cryptography. As a matter of fact, the two theories of exclusive OR
and ciphers considered in Section 5 are transparent. However, the notion of
transparent frames does not subsume that of patterns, defined by Abadi and
Rogaway. In particular, for the theory of probabilistic symmetric encryption,
that is,

Eenc = {sdec(senc(z,y, z),y) = x, sdec_success(senc(z,y,z),y) = ok},

it is unclear how to associate an equivalent transparent frame to the frame
vn, k,r.{z = senc(n, k,r),y = k}, although it is arguably a pattern in the sense
of Abadi and Rogaway (once cast into our syntax). The reason is that the
random coin 7 is not deducible, but the term senc(n, k,r) cannot be replaced
with a fresh name because of the visible equation sdec_success(z,y) = ok. We
might exclude r from being a subterm by modifying the notion of subterms (for
example, in Abadi and Rogaway’s work, the random factor does not appear
explicitely in terms). However, this would undermine the properties of trans-
parent frames mentioned above. Thus, we regard the notions of patterns and
transparent frames as complementary.

Note that we have proved en passant that ~pg is decidable for transparent
theories E for which =g is decidable, provided that the reduction to equiva-
lent transparent frames is effective. Indeed, given two frames ¢; and ys, we
associate to each of them one of its statically equivalent transparent frame @1
and @3, respectively. It is then straightforward to check whether 7 and @3 are
equivalent using the finite characterization of eqy(®;) by Proposition 4.

Finally, we establish a completeness result for our soundness criterion in the
cases of transparent theories.
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Theorem 6. Assume a transparent theory E. Let (Ay) be a family of com-
putational algebras such that (A,) has uniform distributions, is ~g-sound and
unconditionally =g-sound. Then the soundness criterion of Proposition 3 is

satisfied: for every frame @, ([[@]]An) ([[cp]]ldeal)

PROOF. Since E is transparent, there exists a transparent frame @ such that
¢ ~p @. By ~p-soundness, we deduce ([¢]4,) = ([¢]a,). By Proposition 5,
we have that ([@]a,) = ([[<p]]ldeal). Altogether, we conclude that ([¢]a,) ~

([[@Hldeal) since ORED 1mphes ([[ Hldeal) ([[(p]]ldeal) as before. 0

5. Examples

We now apply the framework of Sections 3 and 4 to establish two =~pg-
soundness results, concerning the theory of exclusive OR and that of ciphers
and lists.

5.1. Exclusive OR

We study the soundness and faithfulness problems for the natural theory
and implementation of the exclusive OR (XOR), together with constants and
(pure) random numbers.

The formal model consists of a single sort Data, an infinite number of names,
the infix symbol @ : Data x Data — Data and two constants 0,1 : Data. Terms
are equipped with the equational theory Eg generated by:

(DY) Pz @ (ydz) r@x = 0
rhy = yodx rd0 = =z

As an implementation, we define the computational algebras A,, n > 0:

e the concrete domain [Data] A, is the set of bit-strings of length 1, {0,1}7,
equipped with the uniform distribution;

e @ is interpreted by the usual XOR function over {0, 1}7;
e [0]a, =07 and [1]4, =

In this setting, statically equivalent frames enjoy an algebraic characteri-
zation. Let AC be the equational theory corresponding to the two left-hand
equations for associativity and commutativity. We use the other two equations
as a rewriting system Rg

zdzr — 0
z®0 — =z

where we allow arbitrary AC-manipulations before and after each rewriting
step. It is easy to show that Rg is AC-convergent. Specifically, a term T is
in Rg/AC-normal form (or simply normal form in the following) if and only if
each name, variable and constant 1 occur at most once in 7', and 0 does not
occur in 7 unless T = 0.
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Let aj,...,a, be distinct names. Using the rewriting system Rgq/AC),
every closed term T with names(T) C {a1,...,an} can be written T =g,
Bo @ @?:1 Bj a; where §; € {0,1}, the a; are mutually distinct, and we use
the convention Oa; = 0 and la; = a;. In the following, we see {0,1} as the
two-element field Fy; thus terms modulo = Ee form a Fa-vector space.

Similarly a frame ¢ with names(p) C {a1,...,a,} is written
n n
Y =Eg {T1=Q10 @@au Aj 5 -oo sy Ty = Qim0 @@am,jaj
j=1 j=1

where «; ; € Fy. Let us group the coefficients into a (m + 1) x (n + 1)-matrix
a = (a4 ;) over Fy. Then, ¢ is described by the formal relation

1 1 0 ... 0 1
gl d10 @11 ... Qi ai
Tm aAmo AUma1 .- Qmn Qan,

[e3

We now characterize the set eqg, (¢) of equations valid in ¢. Let M and
N be two terms such that var(M, N) C dom(¢), names(M, N) Nnames(p) = 0.
First note that My =g, Ny if and only if (M & N)p =g, 0. Therefore we
only study the case where N = 0.

Assume M in normal form. M¢ =g, 0 and names(M) N names(¢) = 0
implies names(M) = 0. Let M =a¢ Bo® @], B ;. The condition My =g, 0
is equivalent to the vectorial equation

(ﬂ07"'7ﬁm)'a:0

that is, (8o, ..., Bm) belongs to the co-kernel of «, noted coker(«).

Finally let ¢ and ¢’ be two frames with names(p,¢’) C {a,...,a,} and
dom(p) = dom(¢’) = {x1,...,2m}. Let a and o be the two corresponding
(m + 1) x (n + 1)-matrices defined as above. From the previous discussion, we
deduce that

o ~p, ¢ & coker(a) = coker(a’)
that is, if we write im(a) = {a -} the image of a, we have by duality
©RE, ¢ & im(a) =im(a’). (1)

This characterization is the key point of our main result for the theory of
XOR.

Theorem 7. The implementation of XOR for the considered signature, (Ay),
is unconditionally =g, -, ~g,- and /g, -sound. It is also =g, -, ~g,- and

V Eg -faithful.
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Proor. The unconditional =, -soundness is clear, hence the I/ g -faithfulness
(Proposition 1).

Let us show that (A,) is =g, -faithful. Assume that 77 and T3 are two terms
such that Ty #g, To. This is equivalent to Ty & 15 #g, 0. Thus it is sufficient
to consider the case where T" # 0 is a closed term in normal form. The semantics
of T is either the constant 17 (if ' = 1) or the uniform distribution (if 7" # 1)
on {0,1}". Thus P [[T]4, = 0] is negligible. Hence the =p_-faithfulness holds
and by proposition 1, so does the =g -faithfulness.

We now address the unconditional ~g,-soundness. Let ¢ be a frame, and
a = (a;;) its (m + 1) x (n + 1)-matrix associated as before. Let us see « as a
Fa-linear function from (Fg)"*! to (Fy)™*1.

For simplicity, let us fix the order of variables in dom(y) and assimilate the
possible concrete values of ¢, Valya, (¢), to the set F = {17} x (F2)™" where the
first n 1-bits are added for technical reasons.

The usual concrete semantics of ¢ consists in drawing a random vector uni-
formly from & = {17} x (F3)™" for the value of names, and then applying a
Fo-linear function @ : (Fy)™*tD7 — (Fy)(m+17 to it. Specifically, if we see
(Fo)("+Um as Fy” x ... x Fy” and similarly for (Fo)(™*Y7 the function & is

S

n+1
defined by

n n
a(an-”afn): @ao,jfjv"'7@a7rl,jfj
7=0 7=0

Since @ is linear, all the inverse images a~!({z}), z € im(@), have the same
cardinal. Hence, the concrete semantics of ¢ is also the uniform distribution
over (&) =im(a) N F.

Assume a second frame ¢’ such that ¢ ~g, ¢'. Define o/ and o similarly
as above. By equation 1, we have im(a) = im(a).

Now, if we see (Fo)mTD7 as Tyt x . x Fo™ | we may write @ =

n
a X ...x a and similarly for o’. Thus,
—_———

n

im(@) = im(a) x ... x im(a) = im(a’) x ... X im(a’) = im(o’)

n n

which implies that ¢ and ¢’ have the same concrete semantics. Thus Eg is
unconditionally ~g,-sound.
Last, we prove the unconditional /g, -soundness. Let ¢ be a frame and T
a term, both in normal form, such that ¢ /g, T and names(7") C names(p) =
{a1,...,a,}. Let a be associated to ¢ as before and T =¢ [y D @?:1 Bj a;.
Let v be the (m + 2) x (n+ 1)-matrix obtained by augmenting o with a last
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row equal to 8= (0o, ..., 0n):

1 0 0
aro Q11 A1.n
v =
Um0 Om1 .- Omn
Bo B o B

Since ¢ /g, T, in particular there exists no M in normal form such that
names(M) = () and My =g, T. In other words, 3 is linearly independent from
the other rows in the matrix ~ above.

In particular, it is independent from the first row (1,0, ...,0), that is, there

exists j > 1 such that 8; # 0. We deduce that the distribution (<£ [1]4,) is
the uniform one over {0,1}", thus it is collision-free.

As for the first condition of unconditional I/g-soundness, by a similar rea-
soning as before, we have that the concrete semantics of (p,T') is the uniform
distribution over the image of £ = {17} x (F2)"" by 7 (defined similarly as &
above). Let us see 3 a linear function from (F3)"*! to Fy and define B as pre-
viously. Next we prove that the image 7(&) is the cartesian product of the two
sets a(&) and 3(8 ). Tt follows that the drawings for ¢ and T are independent.

The inclusion 7(€) C a(€) x 3(5) is trivial. As ( is independent from the
rows of a, there exists a vector u € (F2)"*! such that S(u) = 1 and a(u) =0
(otherwise ker(3) D ker(«) implies 8 € coim(f) C coim(a)). Let z,y € &.
We prove that there exists z € £ such that a(z) = a(z) € (Fo)™+D7 and
B(z) = Bly) € (F2)".

Indeed, let us see € as ({1} x (F2)™)". Using the corresponding bases, let
r = (x1,...,2,) and y = (y1,...,yy) with x;,y; € {1} x (F2)". We let z; =
x; + (B(yi) — B(x;)) - uw and z :A(zl7 ..y zp). Thus, a(z) = (a(z1),...,a(zy)) =
(@(@1),- - aley) = @) and B(=) = (B Blz)) = (Bn)s - . Blyg)) =
B(y). Besides, a(u) = 0 implies that the first coordinate of w is 0, thus the first
coordinate of each z; is 1, that is, z € £. O

We conclude this section by a proof that the Fg is transparent as announced
in Section 4.

Proposition 8. The equational theory Eg is transparent.

PROOF. Indeed, let ¢ be frame and « be its associated (m+1) x (n+ 1)-matrix
as before. Let d be the dimension of im(«). There exists a (m + 1) x d sub-
matrix o’ of a such that o’ is injective and im(a/) = im(«) (consider a maximal
independent set of columns of «). As the first column of « is independent from
the others (it starts with a 1 whereas the others start with a 0), we may assume
without loss of generality that the first column of o’ is that of «. (In particular
d>1)
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Let a} ...a!,_; be distinct names. We let ¢’ be the frame associated to o,
described by the relation

1 1
T , aq
= -
/
Tm aq—1

As im(a’) = im(a), we have ¢’ ~pg, ¢. Besides, since o is injective, there
exists o’ such that o” - o is the identity d x d-matrix. This entails that every
a}; is deducible from ¢’, that is, ¢’ is transparent. O

5.2. Symmetric, deterministic, length-preserving encryption and lists

We now detail the example of symmetric, deterministic and length-preserving
encryption schemes. Such schemes, also known as pseudo-random permutations
or ciphers [37], are widely used in practice, the most famous examples (for
fixed-length inputs) being DES and AES.

Our formal model consists of a set of sorts S = {Data, Listy, Listy ... List, ...},
an infinite number of names for every sort Data and List,, and the following
symbols (for every n > 0):

enc,,dec, : List, x Data — List, encryption, decryption
cons, : Data x List, — List,+1 list constructor
head,, : List,y1 — Data head of a list
tail, : List,y1 — List, tail of a list
nil . Listy empty list
0,1 : Data constants

We consider the equational theory Egm generated by the following equations
(for every m > 0 and for every name ag of sort Listy):

dec,(ency,(z,y),y) = = enco(nil,z) = nil
enc,(dec,,(z,v),y) = =z deco(nil,z) = nil
head,,(cons, (x,y)) x tailp(x) nil
tail, (cons, (z,y)) = vy ap = nil

cons, (head, (z), tail,(z)) = =

where z,y are variables of the appropriate sorts in each case. The effect of the
last four equations is that the sort List is degenerated in Fgym, that is, all terms
of sort Listy are equal. When oriented from left to right, the equations above
form a convergent rewriting system written R.

Notice that each term has a unique sort. As the subscripts n of function
symbols are redundant with sorts, we tend to omit them in terms. For instance,
if k, k' : Data, we may write enc(cons(k, nil), k') instead of ency (consg (&, nil), k).

The concrete meaning of sorts and symbols is given by the computational
algebras A,, n > 0, defined as follows:
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e the carrier sets are [Data]a, = {0,1}" and [List,]a, = {0,1}"™" equipped
with the uniform distribution and the usual equality relation;

e enc,, dec, are implemented by a cipher for data of size nn and keys of size
n; (we discuss the required cryptographic assumptions later);

e [nil] 4, is the empty bit-string, [cons,,] 4, is the usual concatenation, [0]4, =
07, [1]a, = 17, [head, ] 4, returns the 7 first digits of bit-strings (of size
(n =+ 1)n) whereas [tail,] 4, returns the last nn digits.

We emphasize that no tags are added to messages. Tags—and in particular tags
under encryption—would be harmful to the ~ g, -soundness. Indeed we expect
that the formal equivalence va,b.{z = enc(a,b), y = b} =g, va,bc{z =
enc(a,b), y = c} also holds in the computational world; but this would not be
the case if a is tagged before encryption. In case a was tagged before encryption,
an adversary could use the tag to check the success of decrypting enc(a,b) with
b.

For simplicity we assume without loss of generality that encryption keys
have the same size n as blocks of data. We also assume that keys are generated
according to the uniform distribution.

It is not difficult to prove that the above implementation is unconditionally
=g, »-sound (by induction on the structure of terms and equational proofs), that
is, every true formal equality holds with probability 1 in the concrete world. We
note that the equation enc,,(dec, (x,y),y) = «x is satisfied because encryption by
a given key is length-preserving and injective, hence also surjective.

Before studying the ~ g, -soundness, we need to characterize statically equiv-
alent frames. Specifically, we show that this theory is transparent.

Proposition 9. Let ¢ be a closed frame. There exists a transparent frame @
such that ¢ ~g,, @.

The proof of Proposition 9 relies on the following Lemma 10, that is used
stepwise to rewrite a frame into a transparent frame.

Lemma 10. Let ¢ be a closed frame in R-normal form. Let T be a subterm of
@ of the form T =enc(U,V), T =dec(U,V), T = head(V) or, T = tail(V') and
n a fresh name of the same sort than T. Assume that V is not deducible from
@, that is, ¢ /g, V. Then we have that

PR B, ¢
where ¢ = @{T — n} is obtained by replacing every occurrence of T in ¢
with n.

The proof of Lemma 10 is given in Appendix C. We prove Proposition 9 by
applying this lemma repeatedly on an initial frame ¢. The procedure terminates
as each rewriting step decreases the total size of non-deducible subterms in the
frame. Besides, the resulting frame @ is transparent. Indeed, by contradiction,
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suppose that p is not transparent; define T' as the father of the largest non-
deducible subterm of ¢; it is easy to see that T is necessarily of the form T =
enc(U,V), T = dec(U,V), T = head(V) or T' = tail(V)) with ¢ /g, V; thus
Lemma 10 applies.

Note that for any subterm W, ¢ /g, W implies o{T +— n} Vg, W{T
n}. As a consequence, the procedure above yields a unique transparent frame @
(modulo renaming), no matter in which order the subterms T are substituted.

Provided that kg, is decidable!, the above procedure for associating trans-
parent frames to frames is effective. Thus, as noticed in Section 4.2, we obtain
another proof of the decidability of ~g,, using Proposition 4. Notice that
statically equivalent transparent frames may mot be equal modulo renaming:
consider for instance {z = enc(a,b), y = b} =g, {r =c, y = b}.

We now study the ~p,, -soundness problem under classical cryptographic
assumptions. Standard assumptions on ciphers include the notions of super
pseudo-random permutation (SPRP) and several notions of indistinguishability
(IND-Pi-Cy, i,j = 0,1,2). In particular, IND-P1-C1 denotes the indistinguisha-
bility against lunchtime chosen-plaintext and chosen-ciphertext attacks. These
notions and the relations between them have been studied notably in [37].

Initially, the SPRP and IND-P1-C1 assumptions apply to (block) ciphers
specialized to plaintexts of a given size. Interestingly, this is not sufficient
to imply ~g,, -soundness for frames which contain plaintexts of heterogeneous
sizes, encrypted under the same key. Thus we introduce a strengthened version
of IND-P1-C1, applying to a collection of ciphers (&, n,Dy.), Where 1 is the
complexity parameter and n > 0 is the number of blocks of size 1 contained
in plaintexts and ciphertexts. One may note that there exist operation modes
which turn a fixed size block cipher realizing SPRP into a cipher which handles
variable length inputs while preserving SPRP. We refer the reader to [38] for an
example of such a mode and further references.

We define the w-IND-P1-C1 assumption by considering the following exper-
iment G, with a 2-stage adversary A = (A, A2):

sym

first a key k is randomly chosen from {0,1}";

(Stage 1) A; is given access to the encryption oracles &, (-, k) and the
decryption oracles Dy, (-, k); it outputs two plaintexts mg, m1 € {0, 1}m0"
for some ng, and possibly some data d;

(Stage 2) a random bit b € {0,1} is drawn; Az receives the data d, the
challenge ciphertext ¢ = &, n,(ms, k) and outputs a bit 0';

A is successful in G, iff b =b" and it has never submitted mg or m; to an
encryption oracle, nor ¢ to a decryption oracle.

LA classical characterization of deducibility, entailing its decidability, is detailed in
Lemma 23 of Appendix C.
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Define the advantage of A as
Adv™NPPECL () — 9« P[A is successful in G,] — 1 (2)

The w-IND-P1-C1 assumption holds for (&, ,,Dyr) iff the advantage of any
probabilistic polynomial-time adversary is negligible. It holds for the inverse of
the encryption scheme iff it holds for the collection of ciphers (D, »,Ep.n).

As in previous work [4, 13, 18, 23|, we restrict frames to those with only
atomic keys and no encryption cycles. Specifically, a closed frame ¢ has only
atomic keys if for all subterms enc,, (u, v) and dec, (u, v) of ¢, v is a name. Given
two (atomic) keys ki and ko, we say that ki encrypts ko in o, written ki >, ko,
iff there exists a subterm U of ¢ of the form U = enc,, (T, k1) or U = dec,, (T, k1)
such that ko appears in T not used as a key, that is, ko appears in T at a position
which is not the right-hand argument of a enc,,s or a dec,/. An encryption cycle
is a tuple ki ... kp, such that k1 >, ... >4 kp, >, k1.

The effect of the condition “not used as a key” is to allow considering more
terms as free of encryption cycles, for instance enc,(enc,(a,k),k). This im-
provement is already suggested in [4].

We now state our ~p,, -soundness theorem. A closed frame is well-formed
iff its R-normal form has only atomic keys, contains no encryption cycles and
uses no head and tail symbols.

Theorem 11 (=g, -soundness). Let @1 and 3 be two well-formed frames of
the same domain. Assume that the concrete implementations for the encryption
and its inverse satisfy both the w-IND-P1-C1 assumption. If o1 ~g__ s then

(leila,) = (Ip2la,)- m

Before proving Theorem 11, we establish a computational counterpart to
Lemma 10.

Lemma 12. Let ¢ be a closed frame in R-normal form, with only atomic keys
and no encryption cycles. Let T be a subterm of ¢ of the form T = enc(U, k)
(respectively T = dec(U, k) ), with k name of sort Data, and n a fresh name of
the same sort as T. Assume that

e the only occurrences of k in @ are in the positions of an encryption or
decryption key: enc(., k) or dec(.,k);

o T itself does not appear under an encryption or a decryption with k;

e the concrete implementations for the encryption and its inverse satisfy
both the w-IND-P1-C1 assumption.

Then we have that

([ela,) = (I¢']4,)

where ¢ = @{T — n} is obtained by replacing every occurrence of T in ¢
with n.
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Notice that the hypothesis of Lemma 12 are stronger than its formal version,
Lemma 10. For instance the encryption key k is required to be atomic; the
first condition on k implies that k is not deducible from . Also nothing is said
about head and tail symbols.

PrROOF (OF LEMMA 12). Before proving the lemma, let us consider the exam-
ple of a well-formed frame ¢; = {1 = enc(T1,k), x2 = enc(Ty, k)}, where k
does not appear in T1, Tz, and T #p,,, T>. This frame is statically equivalent
to w3 = {w1 = n1;x2 = na}. Our problem here is to prove that [p;] and [¢2]
are actually indistinguishable. It is not hard to see that this will be the case if
and only if the probability that 77 and T» have the same concrete value is neg-
ligible. A consequence of this phenomenon is intuitively that we need to prove
Lemma 12 and-—at least—a limited form of =g, -faithfulness at the same time.

Formally, let us write |¢|e and |T|. for the number of distinct subterms with
head symbols enc or dec, occurring respectively in a frame ¢ and a term T'. Let
P, and Q,, be the two properties:

(P,) Lemma 12 holds provided that |¢|. < n :

For every R-normal, closed frame ¢ containing only atomic keys,
no encryption cycles, and such that |pl. < n, for every maximal
subterm T of ¢ of the form T' = enc(U, k) or T' = dec(U, k), for every
fresh name n of the appriopriate sort, if the only occurrences of k
in ¢ are in key positions (i.e. enc(., k) or dec(.,k)), then ([¢]a,) ~
([T > n}la,).

(@Qn) For all R-normal terms 77,75 of the same sort such that:
Ty, T> have only atomic keys, the frame ¢ = {z = T1,y = Th}
has no encryption cycles, Ty # Ty and |¢|. < n, the probability
P [61, ez « [T1,T2] 4,561 = 62] is negligible.

We prove P, and Q,, by mutual induction on n, that is, more precisely we
prove the four statements: (S1) Py, (S2) Pyy1 < Qn, (S3) Qo, (S4) Qni1 <
(Ppy1 and Q).

(S1) Py is vacuously true.

(S2) Puy1 <= Qn. Let T° = enc,, (U, k) be a subterm of ¢, k and n two
names all satisfying the conditions of Lemma 12. (Naturally, the case of 70 =
dec,,, (U, k) is similar.) Let ¢ = {z1 =T7,..., 2, = T2}

Provided an adversary A able to distinguish ([¢]4,) and ([¢]4,), we build
an adversary B against the w-IND-P1-C1 assumption on encryption, described
as follows:

. ~ R
1. for each name a of sort s appearing in ¢, draw a value @ «— [[S]]An;
~ R .
2. draw a value ag «— [s] 4, for some fresh name ag of sort List,;

3. for each z; (1 < i < n) of sort s;, compute TY € [s;]a recursively as
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follows:

encn(Tok) = E (D) T AU
encn/u-(\U, k) = &U,a)
dec(T,k) = Dn(T)
f(Tl,/\, T,) = [f]a, (T17 e ,1/";) in the remaining cases

where we have written &,(.) and D,(.) for the encryption and decryp-
tion oracles of the w-IND-P1-C1 game, and 8*([7,(?0) for the challenge
ciphertext, obtained after submitting the two plaintexts U and ap. Since
T% = enc,, (U, k) is not a subterm of an encryption or a decryption with

k, we may assume that S*(U, ap) is computed only once, after every call
to £,(.) and D, (.);

4. submit the concrete frame {z; = Ti, ... ¢n = ﬁ} to A and return the
same answer.

The distribution computed by B and submitted to A equals either ([¢]a, ) or

([¢']4,) depending on whichever 5*(U ao) is the encryption of U, or respec-
tively, that of @y (in the latter case £*(U,dy) = En, (@) is simply a random
number). Thus the probability that B guesses the right answer is the same
as A. Now it may happen that B does not meet the second requirement for
winning the w-IND-P1-C1 game, that is: (i) there exists a subterm enc,,, (T, k)
such that 7" # U and T € {U, )} or (ii) there exists a subterm decy, (T, k) such
that T = £*(U, ay).

For (i), the probability that T =ay is negligible by construction. Moreover,
as T and T° = enc,, (U, k) are two subterms of ¢ and T° is not a subterm of T,
the frame ¢’ = {x = T,y = U} has no encryption cycles and |¢'|. < |ple = n+1.
The induction hypothesis @Q,, implies that the probability for T="Uis negligible.

As for (ii), if the challenge ciphertext £*(U, ap) is the encryption of its second
argument, that is &, (@), then the probability for T' = £*(U, dy) is negligible;
otherwise £*(U,ay) = Eny(U). Recall that T° = encp, (U, k) is in R-normal
form, thus U # dec,, (T, k). As T° and dec,, (T, k) are two subterms of ¢ and
TY is not a subterm of dec,,, (T, k), the frame ¢’ = {z = U,y = dec,,, (T, k)} has
no encryption cycles and |¢’|. < |¢|. = n + 1, hence the induction hypothesis
@, implies that the probability for T = Eno((A/) is negligible.

To simplify the case analysis of (S3) and (S4), it is convenient to introduce
the following lemma:

Lemma 13. Let 11, T5 be two terms of sort List;. Define for each 1 <14 < j,
the i-th projection of a term T of sort List;, by:

m;(T) = head(tail(. . . tail(T)))

i—1 times
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Then (i) Ty =g, T2 iff for all 1 <i < j, mi(Th) =g,,, mi(T2) and moreover
(it) P [el,e2 — [T1,To] a,; €1 = e2] is negligible iff for all 1 < i < j,

P e}, ey — [mi(Th) lr, mi(T2) Ir]a,; €] = €]
s negligible.

(The notation T | stands for the R-normal form of T.)

Thanks to this lemma, it is sufficient to prove (S3) and (S4) for T} and T» of
sort Data and in R-normal form. (Indeed notice that if ¢ = {x = T1,y = Ta}
has no encryption cycles, then ¢’ = {a’ = m;(T1) |»,y = mi(T2) =} has no
encryption cycles and |¢’]. < |¢]e-)

Given the sorting system and the rewriting rules, a R-reduced term T of
sort Data may only be of the following forms:

1. a constant: 0 or 1,
2. a name of sort Data: T = a,
3. a projection of name of sort List;: T = m;(a) (1 <14 < j),

4. a projection of a encryption/decryption of sort List;: T = m;(enc(U, V))
with U ¢ {dec(T",V)} or T' = m;(dec(U, V)) with U & {enc(T",V)}.

(S3) Qo. As Ty and T contain no encryption/decryption symbol, only the
cases 1-3 of the case analysis above can occur; the property follows directly.

(S4) Qny1 < (Pry1 and Qy,). Let Ty and T be two distinet closed normal
terms and ¢ = {x = T1,y = T>}. Assume that ¢ has no encryption cycles nor
composed keys, and |p|. =n + 1.

1. If one of the two terms—say 71— is of the form 1 (constant), 2 (name)
or 3 (projection of a name). Then T5 is of the form 4, for instance Tp =
mi(enc(U, k)) with U & {dec(T", k)}.

(a) If Ty # k, by Poya, we have ([¢]a,) = ([{z =T1,y =mi(a)}]a,)
for some fresh name a. In particular, the probability for the two
components x and y to be equal is negligible.

(b) If Ty = k, assume that 77 and 75 yields the same concrete value with
significant probability. Let List,, be the sort of U. We build an
adversary A to the w-IND-P1-C1 game as follows:

. L ~ R

i. for each name a of sort s appearing in T, draw a value a «—
[s]4,;

. R .

ii. draw a value ag < [s] 4, for some fresh name ag of sort Listp,;

iii. compute T5 recursively as follows:

—

enc, (T, k) = E(T)ifT#U

encmk) = &(U,a)

dec (T k) = Do(T)
FVi,-. Vi) = [fla,(Vi,...,Vs) in the remaining cases

30



using the same conventions as before;
iv. if £,,(U,Te) = £*(U, ap)), return 0, otherwise return 1.

A guesses the correct answer with non-negligible probability. As
before, we use the property @, to conclude that its advantage is
non-negligible.

2. Suppose Ty = 7;, (enc(uq, k1)) and Ta = 7, (enc(uz, k2)) (the 3 other cases
with decryption symbols are similar). As ¢ has no encryption cycle, we
may assume for instance that k; is maximal for <,. Let T be a maximal
subterm of the form enc(U, k1) or dec(U, k1) in ¢. By P,y1, we have
(Iela,) = (I¢']a,) where ¢ = o{T' — a} = {x = T{,y = T3} for some
fresh name a. We then apply Q,, to T{ and T3. O

PRrROOF (OF LEMMA 13). Point (i) is easily shown by induction on ¢, using the
equations of Egmy,. For (ii), notice that:

J
P [61,62 — [T, T3] a,;61 = 62} < Z]P’ [6717622 — [mi(Th), mi(T2)] 4, €1 = 6%}
i=1

and

Vi, Plel,e2« [T1,T2]a,;e1 = es] > Ple}, eh — [mi(T1), mi(T2)]a, ;€] = €b]

n? n’?

Besides it is clear from the unconditional =g, -soundness, that for any 77, T5:
P lel,e2 « [T1,T2]a,;e1 = e2) =Plel,e2 — [Ty |, T> Ir]a, ;€1 = €2)
O

PrROOF (OF THEOREM 11). Thanks to the (unconditional) =g, -soundness, it
is enough to prove the property on frames in R-normal form.
We begin by proving the following lemma:

Lemma 14. Assume that the concrete implementations for the encryption and
its inverse satisfy both the w-IND-P1-C1 assumption. For every well-formed R-
normal frame ¢, ([¢]a,) = ([¥]a,) where @ is the transparent frame associated
to ¢ following the algorithmic proof of Proposition 9 (this transparent frame is
uniquely defined modulo renaming of names.).

Now recall that by Proposition 5 and since ¢ ~ @, we have:

[?la, = [Pl = [l

Therefore the soundness criterion holds for well-formed R-normal frames

and we conclude by Proposition 3. (]

Notice that the use of the ideal semantics could not be easily avoided as two

statically equivalent transparent frames may not be equal modulo renaming of
bound names.
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PROOF (OF LEMMA 14). We prove the property by induction on the number
m of encryptions and decryptions by non-deducible keys in ¢.

If m = 0, by the well-formedness condition, ¢ is already a transparent frame.

Suppose that m > 0. As ¢ has no encryption cycle, we choose a non-
deducible (atomic) key k appearing in ¢, such that k is maximal for the encryp-
tion relation >.

As k is not deducible, is maximal for >, and ¢ contains no head and tail
symbols, the only occurrences of k in ¢ are as encryption or decryption keys.
Let T be a maximal subterm of ¢ of the form T = enc(U, k) or T = dec(U, k).
We apply Lemma 12 on ¢ and 7" and conclude by induction hypothesis on the
obtained frame ¢'. O

Note on the cryptographic assumptions.. Cryptographic assumptions of Theo-
rem 11 may appear strong compared to existing work on passive adversaries [4,
13]. This seems unavoidable when we allow frames to contain both encryption
and decryption symbols.

In the case where the two frames to be compared contain no decryption
symbols, our proofs are easily adapted to work when the encryption scheme
is w-IND-P1-CO only, where w-IND-P1-C0 is defined similarly to w-IND-P1-
C1 except that the adversary has no access to the decryption oracle. Such an
assumption is realizable in practice using a variable-input-length cipher [39, 38].

Finally, it should be possible to recover the classical assumption IND-P1-
C1 by modeling the ECB mode (Electronic Code Book). Consider two new
symbols enc : Data x Data — Data and dec : Data x Data — Data, and define
the symbols enc,, and dec,, (formally and concretely) recursively by

enc,+1(x,y) = cons,(enc(head, (z),y), enc,(tail,(z),y)) and
decpt1(x,y) = cons,(dec(head,(z),y),dec,(tail,(z),y))

together with the equations

dec(enc(z,y),y) = =«
enc(dec(z,y),y) =

Define well-formed frames as those of which the normal forms contain no en-
cryption cycles. Then, similar techniques can be applied to show that ~pg,, -
soundness holds for well-formed frames as soon as the implementations for enc
and dec are both IND-P1-C1, or equivalently [37], enc is SPRP.

Note on the well-formedness assumptions.. We may also note that it is possible
to slightly relax the assumptions of well-formedness of frames. In particular we
could allow encryption cycles on deducible keys and for instance allow the frame
{z = enc(k1,k2), y = enc(ka, k1), z = k1} which is currently discarded. As
these extensions are not essential for our results we prefer to avoid unnecessary
clutter and keep the definitions simple.
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6. Conclusion and future work

In this paper we developed a general framework for relating formal and com-
putational models of security protocols in the presence of a passive attacker.
These are the first results on abstract models allowing arbitrary equational
theories. We define the soundness and faithfulness of cryptographic implemen-
tations with respect to abstract models. We also provide a soundness criterion
which is not only sufficient but also necessary for many theories. Finally, we
provide new soundness results for the exclusive OR and a theory of ciphers and
lists.

A direction for further work is to study the soundness of other theories.
An interesting case is the combination of the two theories considered in this
paper, that is modeling the exclusive OR, ciphers and lists. Another interesting
open problem is to generalize the notion of transparent frames so as to include
probabilistic encryption, while retaining the essential properties of transparent
frames. Finally, an ambitious extension is to consider the case of an active
attacker in presence of general equational theories.
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A. General results on static equivalence

We prove here some general properties of static equivalence concerning free
symbols. We first establish a useful interpolation lemma.

Given a term U = f(Uy,...,U,) where f is a free symbol (see Section 2.1)
and a name a of the same sort as U, the cutting function cuty, is defined
recursively as follows: cuty ,(u) = u if w is a variable or a name, and

a ifg=f,k=nandVvVl<i<n, U, =T

cutva(9(Th - i) = { glcuty,q(T1), ..., cutyo(Tx)) otherwise

Thus, the effect of function cuty ,(7') is to substitute some (but not all) subterms
of T equal to U modulo E with a.
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Lemma 15. Let U = f(Us,...,U,) be a term such that f is a free symbol. Let
a be a name of the same sort as U. For any two terms M and N,

M =g N implies cuty (M) =g cuty,q(N).

ProOF. By Birkhoff’s theorem, M =g N means that there exist n > 0 and
My, ..., M, such that M = My < My, < M, = N where <> denotes one
step of rewriting along one equation in (the generating set of) E, oriented in
either direction.

To prove the property by induction on n, it suffices to consider the case
n = 1. More precisely, assume that there exists an equation [ = r in E, a
position p and a substitution € such that M|, = 1§ and N = M|r6],. By
definition of free symbols, we may assume that f does not occur in [ and r.
We consider two cases depending on whether the cutting function cuty , cuts a
subterm above p or not.

e Either there exists a proper prefix p’ of p such that M|, = f(T1,...,Tx)
and for all 4, U; =g T;. We consider the smallest p’ that satisfies this
property. Thus p = p'-i-p” and N = M[f(Th,...,Ti[r0]pr, ..., T0)p].
Both terms f(Th,...,T%) and f(T1,...,Ti[rf]p-,...,T,) are substituted
with a, thus cuty (M) = cuty o(N).

e Or no such cutting position p’ is a proper prefix of p. This means that
cuty,o(Mx]p) = cuty o (Nz],) and cuty,o(M) = cuty,o (M[z],)[cuty,o (10)],,
where z is a fresh variable. Moreover, cuty o (10) = lcuty, o (0) and cuty ,(r0) =
rcuty o (6) since f is free. We deduce

cuty (M) = cuty(Mz]y)[cuty,o(16)],

Using this lemma, we establish two simple properties of free symbols.

Corollary 16. Let f be a free symbol and f(Ty,...,T,) a term of a non-
degenerated type T.

1. For every Uy, ..., U, of the appropriate sort,
fy,...T,) = f(Uy,...,U,) iff Vi, T; =g U,.
2. Let U be a term of sort T such that f does not appear in U. Then

f(Ty,....T,) #5 U.

PROOF.
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1. The right-to-left implication is trivial. Let T = f(T1,...T,) and U =
f(U,...,Uy,). By contradiction, assume that there exists an 4 such that
T; #g U;. Let a1, as be two fresh names of sort 7. We apply Lemma 15
on the equation T' =g U successively with cutr,, and cutys o, where
U' = cutyq, (U) = flcutpe, (U1),...cutrq, (U,)). We obtain a; =g as,
hence 7 is degenerated; contradiction.

2. Assume f(Ty,...,T,) =g U. Then by Lemma 15, since f does not occur
in U, we obtain a =g U for some fresh name a, hence 7 is degenerated;
contradiction.

We are now ready to prove our propositions.

Proposition 17. Let Ty, Ty be two terms of sort s such that Ty #g T>. Assume
a free symbol hy : s X Key — Hash such that the sort Key is not degenerated.
Consider the frame o1 = {x1 = hs(T1, k), 2 = hs(Th, k)} where k is a fresh
name. Let o = {x1 = n, x9 = n'} where n,n’ are two distinct fresh names of
sort Hash. Then we have ¢1 =g @a2.

PROOF. Let M and N be two terms such that var(M,N) C dom(y) and
names(M, N) N names(p) = .

Assume Myps =g Nps. Let 6 be the substitution {n — hy(T1,k),n" —
hs(T5, k)}. Since the equational theory E is stable by substitution of names, we
have M @20 =g N2, hence, M1 =g Ny as n,n’ are fresh names.

Conversely, assume Myp; =g N¢j. Let Uy = hy(Th, k). By Lemma 15, we
have cuty, »(Me1) =g cuty, »(Ne1). Since k does not appear in M nor N, by
Corollary 16, it holds that cuty, ,(Me1) = Mcuty, (1) and cuty, »(Ne1) =
Ncuty, n(p1). Now, using T1 #g Th, we prove cuty, »(p1) = {z1 =n, 2 =
hs (T2, k)}. Indeed, we have cuty, ,(hs(T5, k) = hs(cuty, »(T2), k) since T #g
Ty. Besides, as k does not appear in T», by Corollary 16, we have cuty, ,,(T2) =
T5. Similarly, by applying cuty, s with Us = he(T%, k), we obtain

Mecuty, v (cuty, n(¥1)) =r Ncuty, » (cuty, n(e1)),
that is, Mys =g Npo. O

Proposition 18. Let ¢ be a frame and T a term of sort s. Assume a free
symbol hg : s x Key — Hash such that the sort Key is not degenerated. Let
1 =oU{x = hs(T,k),y =k} and 2 = ¢ U{x = n,y = k} where z,y are
fresh variables, k is a fresh name of sort Key, n is a fresh name of sort Hash.
If pi7E T, then o1 =g @o.

PROOF. Let M and N be two terms such that var(M,N) C dom(p) and
names(M, N) Nnames(p) = . We prove that Mps =g Ny implies My =g
N similarly as for Proposition 17.

Conversely, assume Myp; =g N¢;. Let U = hy(T,k). By Lemma 15,
we have cuty,(My1) =g cuty,(N¢i). Let us prove that cuty,(Mei) =
MCUtUm((pl).
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Indeed, otherwise, there exists a subterm M; of M such that M; is not a
variable and My = ho(T",T") with T/ = T and T” =g k. Since M; is not
a variable, Mj is of the form M; = hy(M7, M{") with M{p; =T’ =g T, which
implies that T is deducible; contradiction.

We deduce that cuty,,(M1) = Mcuty,,(¢1), and similarly cuty ,(Nei) =
Ncuty n(p1). Thus Mcuty (1) =g Ncuty,(p1). By Corollary 16, as k does
not appear in ¢, we have that cuty,(p) = ¢, hence cuty,(¢1) = @2 and
My =g Nps. O

Proposition 19. Let Ty, T be two terms of sort s such that Ty =g T>. Assume
a free symbol hy : s X Key — Hash such that Key is not degenerated. Let
o ={x1 = hs(T1, k), ©2 = hs(Ta,k)}. Then, ¢ ~p {x1 =n, x9 = n} where n
s a fresh name of sort Hash.

PROOF. Let M and N be two terms such that var(M,N) C dom(y) and
names(M, N) Nnames(p) = 0. We prove that Myps =g Ny implies M1 =g
N, similarly as for Proposition 17.

Conversely, assume My, =g N¢;. Let U = hy(T1,k). By Lemma 15,
we have cuty ,(My1) =g cuty,(Ne1). Since k does not appear in M nor
N, by Corollary 16, we have cuty ,,(Me1) = Mcuty,,(¢1) and cuty,,(Ne1) =
Ncuty,(p1). Now, since Th =g T, we obtain cuty,(¢1) = {z1 = n, 22 =
n} = yo. Thus we have My =g Nps. O

B. Static equivalence in groups

We establish some properties of static equivalence in the equational theory
of Abelian groups F¢ defined in Section 3.2. For this purpose we characterize
equivalence classes in Eg by a representation lemma.

Let X4 (X and Xy, respectively) be the set of variables of sort A (G
and Hash respectively). Let N4 (Mg and N gusn respectively) be the set of
names of sort A (G and Hash respectively). Let AC be the equational theory
corresponding to the subset of equations from Eg, modeling the associativity
and commutativity of the three operators -, + and .

We call unitary monomial of sort A a function 3 : X4 UN 4 — N almost
everywhere zero, i.e., except for a finite number of entries. Such a function
can be considered as a term of sort A (modulo AC):

B=sc [ - [ W@

aeNa, B(a)#0 uEXa, B(u)#0
where empty products are considered to be the term 14, and a®® (3(a) # 0)
denotes the term a - ...-a. We denote M 4 the set of all unitary monomials of
———
B(a) times
sort A.
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A canonical form of sort A is a function o : My — Z almost everywhere
zero. We consider such a function « as a term of sort A (modulo AC'):

o =ac > a(p) - B

BEMa, a(B)#0

where empty sums are considered to be the term 04, and integers are naturally
represented as 04, 1a+ ...+ 14 or —(1a+ ...+ 14) of sort A.

A canonical form of sort G is a function -y, mapping terms in Xx UN y to
canonical forms of sort A, almost everywhere zero, i.e., the function evaluates
to the constant 0 except for a finite number of entries. We consider a canonical
form v to be a term of sort G (modulo AC):

v =ac H gw(g) " H 27(@)

9eEN G, v(9)#0 r€Xq, v(x)#0

where empty products are considered to be equal to 1.

A canonical form of sort Hash, denoted ¢, is either a variable of sort Hash :
t =z € Xpgash, @ name of sort Hash : ¢ = h € N gqq, or a canonical form v of
sort G considered to be a term ¢ = h(7).

Lemma 20. For any term T of sort A (G, Hash, respectively), there exists a
unique canonical form ar (yr, tr, respectively) such that

T =E; OT
(T =g, yr, T =g, LT, respectively).

PROOF (SKETCH). We show the existence of a canonical form of a term T by
induction on the structure of 7. For instance, given T' = T} * T, and two
canonical forms ag, and ar,, we obtain the canonical form of 7" by rearranging
the product ap, * ap, modulo Eg (and if necessary the induction hypthesis
is also used on the exponents). To show the uniqueness of the normal form,
it is sufficient to show that whenever two canonical terms are equal as terms
modulo Eg, they are also equal “mathematically”. Formally this is established
by studying the AC normal form of each canonical form with respect to the
following AC-convergent rewriting system.

u+04 — u rxlg — =z
u+(—u) — 04 (z")¥ — x(uv)
u-lg — u Tl gt — gt
(u+v)-w — w-wHv-w v — o
u-0q4 — Oyh 24 - g
—(u+v) — (—u)+(-v) (Zxy)" — a"xy"
(—u)-v — —(u-v) zxr — glatla)
—(—u) — wu rHrah — gutla
—04 — 04 (1(;)“ — lg
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This rewriting system has been obtained by orienting and completing the
equations generating Fg, except AC, using the tool Cime [40]. O

Proposition 21. Let ¢; = vg,a,b.{z; = g,x2 = g%, 23 = g*, 24 = g*°} and
w2 =vg,a,b,c{ry =g,x0 = g% x5 = b, s = g°}. We have that 1 =g, 2.

PROOF. Let M,N be two terms of the same sort such that var(M,N) C
dom(¢1) and names(M, N) N names(p1, @2) = 0.

Assume My =g, Npa. Let 0 be the substitution {¢ — a - b}. Since the
equational theory F is stable by substitution of names, we have Mp.0 =g
N o, that is, M1 =g, N1 since ¢ € names(M, N).

Conversely, assume My, =g, Nei. If M and N are of sort A, then
var(M, N) = () and hence M@y = My, =g Np1 = Nps.

Otherwise, M and N are of sort G. As My =g, N¢; is equivalent to
My x (Np1)~ 14 =15, we suppose that N = 1¢.

As var(M) C dom(y1) and names(M) N names(y1, p2) = 0, the canonical
form v of M is of the form

M =p, H g9 27 g
9'#9g

where v(¢’) and ~(x;) represent closed terms with disjoint names {a,b,c}.
Hence, we have that

My =g, H 9/7@/) x gv@) (@) ata(@s)bty(zaed —p .,

9'#g

and we conclude that for any 4, v(z;) = 04 and for any ¢, v(¢') = 04, i.e.,
M=1g. 0

Proposition 22. Let the frame @1 = vg,a.{z1 = g%, 22 = a,23 = h(g)} and
the frame o = vg,a,h{x1 = g%, 22 = a,x3 = h}. We have that p1 =g, 2.

PROOF. Let M, N be two terms such that var(M, N) C dom(p;) and names(M, N)N
names(p1, p2) = 0.

Assume M@y =g Nys. Let 6 be the substitution {h — h(g)}. Since the
equational theory E is stable by substitution of names, we have M0 =g
No, hence, as h & names(M,N), Mp; =g N;.

Conversely, assume that My, =g, Ny1. If M and N are of sort A or G,
then var(M, N) C {x1,z2} and hence My = Mp1 =g Np; = Nps.

Otherwise, M and N are of sort Hash. We suppose that M = z3 and
N = h(N’) where var(N’) C {z1, 22} (other cases are trivial). As h is a free
symbol, by Corollary 16, My, =g, N1 is equivalent to N’y =g, g.

Given that var(N') C {z1,z2} and names(N’) N names(p1,p2) = 0, the
canonical form ~ of N’ is of the form

N’ =5 H g/"/(g) " x’ly(ﬂll)
9'#g
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where v(¢') and y(z1) are terms that have no variable other than 25 and do not
contain a. Hence we have

Ny =g, H g/“/(g'){zz*—’a} « QW(I1)'G
9'#g

which contradicts N’y =g, ¢. O

C. Static equivalence in ciphers and lists

Before proving Lemma 10, we first introduce a handy lemma to characterize
deducible terms.

Lemma 23. Let ¢ = vn.o be a closed frame in R-normal form and T a term in
R-normal form. If p bp, T then T = C[Tx,...,Ty] where the T; are deducible
subterms of ¢ and C' is a context that does not contain private names that is
names(C) N7 = 0.

PRrROOF. By definition, ¢ g T if and only if there exists a term M such that
names(M) N names(¢) = 0 and My =g, T, that is, Mo —5 T. We prove
Lemma 23 by induction on the size of M. The base case M = z; is trivial.

If M = f(M, ..., M;). We only consider the case where M = dec(M;, M>)
since the other cases are similar. We have M; —% T and My —%, T5. By apply-
ing the induction hypothesis to M; and Ms, we obtain that 77 = C1[T7, ..., T}]
and Ty = C5[T7,...,T}] where the T are deducible subterms of ¢ and C7,Cs
are contexts that do not contain names. We have My —% dec(Ty,T5). Either
dec(T1,T5) is in R-normal form. In that case and by convergence of R, we have
T = dec(T1,Tz), hence the result. Or dec(T},T?) is not in R-normal form. By
convergence, we have dec(Ty,T5) —r T. Since T7 and T3 are already in normal
form, we must have Ty = enc(7T],T2) and T = T}. Either C; = enc(C1,CY) and
we have T' = C{[TY,...,T}]. Or C; = _, which means that 77 is a deducible
subterm of ¢. We deduce that T is a deducible subterm of ¢, hence the result.
O

We can now start the proof of Lemma 10.

PRrROOF. In what follows, we say that a term or a context is public if it does
not contain the names occurring in ¢. Since ¢ = ¢'{n +— T} and Eyy, is
stable by substitutions of names, we have eqg,_ (¢') C eqp, (¢). To prove
edg,, (¢) C eqp,, (¢'), we introduce the following lemma. We set 6 to be

{n— T}. Let nq,...,n, be the names occurring in ¢'.
Lemma 24. Let Cy be a context such that we have ¢’ g, Ci[ni, ..., ny
and Cq[n1,...,npl0 —r T. Then there exists a public context Co such that

Cl —R Cg and T = C’g[nl,...,npw.
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The lemma is proved by inspection of the rules of R. The reduction occurs
at some position p: the reduction Ci[ni,...,np)|p0 —xr T occurs in head.
Let Ci[n1,...,np] = Ci[ng,...,npllp, If Cf is itself an instance of the left-
hand-side of a rule of R, than we clearly have that C{ —x C% such that
T = Cs[ni,...,npl0, where C5 is obtained from Cy by replacing C] with C%
at position p. If Cf is not an instance of the left-hand-side of a rule of R
and since T is already in R-normal form, there are only four possibilities for
C’{[nl, cen ,np].

o Ci[n1,...,np] = enc(n;, C{[ni,...,ny]). It must be the case that n;, = n,
T is of the form dec(U,V) and V = C{[n1,...,n,]. From Lemma 23 and
since ¢’ kg, Ci[ni,...,ny|, either Ci[ny,...,ny] is subterm of ¢’ or n;

and CY[ni,...,np] are deducible. In both cases, we obtain a contradic-

tion. Indeed, if Ci[n1,...,n,] is subterm of ¢’ then C{[ni,...,nylf0 =
enc(dec(U, V), n;) is a subterm of ¢, which contradicts that ¢ is in nor-
mal form. If n; and C{[n1,...,np| are deducible then this contradicts

OBy V.
e Ci[n1,...,np] = dec(n;,n;). This case is very similar to the previous one.

o Ci[n1,...,np) = cons(n;, CY[ni,...,nyl). It must be the case that n;, = n,
T is of the form head(V) and CY[n1,...,n,] = tail(V). From Lemma 23
and since ¢’ kg, Cilny, ..., ny), either Ci[ni,...,n,] is subterm of ¢’ or
n; and C{[nq,...,n,] are deducible. As previously, in both cases, we ob-
tain a contradiction. if C'{[n1,...,n,| is subterm of ¢’ then C{[nq,...,n,l0 =
cons(head(V), tail(V)) is a subterm of ¢, which contradicts that ¢ is in nor-
mal form. If n; and C{[n,...,n,] are deducible then both n and tail(V)
are deducible in ¢’, which means that both head(V) and tail(v) are de-
ducible in ¢, thus V is deducible in ¢, contradiction.

e Ci[n1,...,ny] = cons(C{[n,...,np),n;). This case is very similar to the
previous one.

Now, let (M = N) € eqg,, () and let us show that (M = N) € eqg,_(¢').
We have My =g, N, that is, M¢'0 =g, N¢'0. By convergence of R,
there exists a term T such that My'0 —% T and N¢'0 —% T. By applying
repeatedly Lemma 24, we obtain that M¢' —% T; such that T = T760 and
N¢' —% T, such that T = T56. Assume that we have proved that 77 = T5.
Then we have My’ =g, N¢', that is, (M = N) € eqg,_(¢'), which concludes
the proof. It remains for us to prove the following lemma.

Lemma 25. Let T7 and Ty be two terms such that each T; is either deducible
from @', that is, ¢’ bg_ T;, or T; is a subterm of ©'. Then T10 = T»0 implies
T, =1T5.

sym

The lemma is proved by induction on the sum of the size of T7; and T5. First
notice that, by Lemma 23, any subterm T” of one of the T; verifies that T” is
deducible from ¢’ or T is a subterm of ¢’.
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e The base case is trivial.

e If none of Ty or Ty is n: Ty = f(17,...,T}) and Tp = f(T7,...,T}). We
must have T/6 = T/ for every 1 < i < k. By applying the induction
hypothesis, we obtain T} = T thus Ty = Tb.

e The most difficult case is when Ty = n and Tp = f(T7,...,T}). We first
notice that since nf = f(17,...,T})8, n cannot occur in Ty, thus Tp = T56.
Either T5 is a subterm of (', which is impossible by construction of ¢’ or Ty
deducible. Since T5 is not a subterm of ¢’ and applying again Lemma 23,
we get that the immediate subterms of T are deducible in ¢’ (thus in ¢),
which contradicts the choice of T O

44



Formal Indistinguishability extended to the
Random Oracle Model

Cristian Ene, Yassine Lakhnech and Van Chan Ngo *

Université Grenoble 1, CNRS,VERIMAG

Abstract. Several generic constructions for transforming one-way func-
tions to asymmetric encryption schemes have been proposed. One-way
functions only guarantee the weak secrecy of their arguments. That is,
given the image by a one-way function of a random value, an adversary
has only negligible probability to compute this random value. Encryp-
tion schemes must guarantee a stronger secrecy notion. They must be at
least resistant against indistinguishability-attacks under chosen plaintext
text (IND-CPA). Most practical constructions have been proved in the
random oracle model (ROM for short). Such computational proofs turn
out to be complex and error prone. Bana et al. have introduced Formal
Indistinguishability Relations (FIR), as an abstraction of computational
indistinguishability. In this paper, we extend the notion of FIR to cope
with the ROM on one hand and adaptive adversaries on the other hand.
Indeed, when dealing with hash functions in the ROM and one-way func-
tions, it is important to correctly abstract the notion of weak secrecy.
Moreover, one needs to extend frames to include adversaries in order to
capture security notions as IND-CPA. To fix these problems, we consider
pairs of formal indistinguishability relations and formal non-derivability
relations. We provide a general framework along with general theorems,
that ensure soundness of our approach and then we use our new frame-
work to verify several examples of encryption schemes among which the
construction of Bellare Rogaway and Hashed ElGamal.

1 Introduction

Our day-to-day lives increasingly depend upon information and our ability to
manipulate it securely. That is, in a way that prevents malicious elements to
subvert the available information for their own benefits. This requires solutions
based on provably correct cryptographic systems (e.g., primitives and proto-
cols). There are two main frameworks for analyzing cryptographic systems; the
symbolic framework, originating from the work of Dolev and Yao [16], and the
computational approach, growing out of the work of [18]. A significant amount
of effort has been made in order to link both approaches and profit from the ad-
vantages of each of them. Indeed, while the symbolic approach is more amenable
to automated proof methods, the computation approach can be more realistic.

* Grenoble, email:name@imag.fr This work has been partially supported by the ANR
projects SCALP, AVOTE and SFINCS



In their seminal paper [1] Abadi and Rogaway investigate the link between
the symbolic model on one hand and the computational model on the other
hand. More precisely, they introduce an equivalence relation on terms and prove
that equivalent terms correspond to indistinguishable distributions ensembles,
when interpreted in the computational model. The work of Abadi and Rogaway
has been extended to active adversaries and various cryptographic primitives in
e.g. [21,20,14,19]. An other line of work, also considering active adversaries is
followed by Backes, Pfitzmann and Waidner using reactive simulatability [5,4]
and Canetti [12, 13] using universal composability.

Related works. A recently emerging branch of relating symbolic and com-
putational models for passive adversaries is based on static equivalence from
m-calculus [3], induced by an equational theory. Equational theories provide a
framework to specify algebraic properties of the underlying signature, and hence,
symbolic computations in a similar way as for abstract data types. That is, for a
fixed equational theory, a term describes a computation in the symbolic model.
Thus, an adversary can distinguish two terms, if he is able to come up with
two computations that yield the same result when applied to one term but dif-
ferent results when applied to the other term. Such a pair of terms is called a
test. This idea can be extended to frames, which roughly speaking are tuples
of terms. Thus, a static equivalence relation is fully determined by the under-
lying equational theory, as two frames are statically equivalent, if there is no
test that separates them. In [8] Baudet, Cortier and Kremer study soundness
and faithfulness of static equivalence for general equational theories and use
their framework to prove soundness of exclusive or as well as certain symmetric
encryptions. Abadi et al. [2] use static equivalence to analyze guessing attacks.

Bana, Mohassel and Stegers [7] argue that even though static equivalence
works well to obtain soundness results for the equational theories mentioned
above, it does not work well in other important cases. Consider for instance the
Decisional Diffie Hellman assumption (DDH for short) that states that the tu-
ples (g, 9% g%, g?) and (g, g%, g°, g°), are indistinguishable for randomly sampled
a,b,c. It does not seem to be obvious to come up with an equational theory
for group exponentiation such that the induced static equivalence includes this
pair of tuples without including others whose computational indistinguishability
is not proved to be a consequence of the DDH assumption. The static equiva-
lence induced by the equational theory for group exponentiation proposed in [8]
includes the pair (g,g“,gb,g“%) and (g,9% g%, ¢°). It is unknown whether the
computational indistinguishability of these two distributions can be proved un-
der the DDH assumption. Therefore, Bana et al. propose an alternative approach
to build symbolic indistinguishability relations and introduce formal indistin-
guishability relations (FIR). A FIR is defined as a closure of an initial set of
equivalent frames with respect to simple operations which correspond to steps
in proofs by reduction. This leads to a flexible symbolic equivalence relation.
FIR has nice properties. In order to prove soundness of a FIR it is enough to
prove soundness of the initial set of equivalences. Moreover, static equivalence



is one instance of a FIR. Bana et al. show that it is possible to come up with a
FIR whose soundness is equivalent to the DDH assumption.

The techniques introduced in this paper, borrow and generalize to arbitrary
equational theories some ideas from [15]. In [15] the authors provide a specialized
Hoare-like logic to reason about encryption schemes in the random oracle model,
and apply their logic to prove IND-CPA of several schemes, including the generic
encryption scheme of Bellare and Rogaway [10].

Contributions. In this paper, we extend Bana et al.’s approach by introduc-
ing a notion of symbolic equivalence that allows us to prove security of encryption
schemes symbolically. More specifically, we would like to be able to treat generic
encryption schemes that transform one-way functions to IND-CPA secure en-
cryption schemes. Therefore, three problems need to be solved. First, we need to
cope with one-way functions. This is a case where the static equivalence does not
seem to be appropriate. Indeed, let f be a one-way function, that is, a function
that is easy to compute but difficult to invert. It does not seem easy to come with
a set of equations that capture the one-wayness of such a function. Consider the
term f(a|b), where | is bit-string concatenation. We know that we cannot easily
compute alb given f(a|b) for uniformly sampled a and b. However, nothing pre-
vents us from being able to compute a for instance. Introducing equations that
allow us to compute a from f(alb), e.g., g(f(alb)) = a, may exclude some one-
way functions and does not solve the problem. For instance, nothing prevents us
from computing a prefix of b, a prefix of the prefix, etc ... The second problem
that needs to be solved is related to the fact that almost all practical provably
secure encryption schemes are analyzed in the random oracle model (ROM for
short). ROM is an idealized model in which hash functions are randomly sam-
pled functions. In this model, adversaries have oracle access to these functions.
An important property is that if an adversary is unable to compute the value of
an expression a and if H(a) has not been leaked then H(a) looks like a uniformly
sampled value. Thus, we need to be able to symbolically prove that a value of
a given expression a cannot be computed by any adversary. This is sometimes
called weak secrecy in contrast to indistinguishability based secrecy. To cope
with this problem, our notion of symbolic indistinguishability comes along with
a non-derivability symbolic relation. Thus in our approach, we start from an ini-
tial pair of a non-derivability relation and a frame equivalence relation. Then, we
provide rules that define a closure of this pair of relations in the spirit of Bana et
al.’s work. Also in our case, soundness of the obtained relations can be checked
by checking soundness of the initial relations. The third problem is related to
the fact that security notions for encryption schemes such IND-CPA and real-or-
random indistinguishability of cipher-text under chosen plaintext involve active
adversaries. Indeed, these security definitions correspond to two-phase games,
where the adversary first computes a value, then a challenge is produced, then
the adversary tries to solve the challenge. Static equivalence and FIR (as de-
fined in [7]) consider only passive adversaries. To solve this problem we consider
frames that include variables that correspond to adversaries. As frames are finite
terms, we only have finitely many such variables. This is the reason why we only



have a degenerate form of active adversaries which is enough to treat security
of encryption schemes and digital signature, for instance. The closure rules we
propose in our framework are designed with the objective of minimizing the
initial relations which depend on the underlying cryptographic primitives and
assumptions. We illustrate the framework by considering security proofs of the
construction of Bellare and Rogaway [10] and Hash El Gamal [6].

Outline of the paper. In Section 2, we introduce the symbolic model used
for describing generic asymmetric encryption schemes. In Section 3, we describe
the computational framework and give definitions that relate the two models.
In Section 4, we introduce our definition of formal indistinguishability relation
and formal non-derivability relation. We also present our method for proving
IND-CPA security. In Section 5, we illustrate our framework: we prove the con-
structions of Bellare and Rogaway [10], Hash El Gamal [6], and the encryption
scheme proposed by Pointcheval in [24]. Finally, in Section 7 we conclude.

2 Symbolic semantics

A signature ¥ = (S,F,H) consists of a countable infinite set of sorts S =
{s,s1,...}, a finite set of function symbols, F = {f, f1,...}, and a finite set of
oracle symbols, H = {g,h,h1,...} together with arities of the form ar(f) or
ar(h) = s1 X ... X s, — s,k > 0. Symbols in F that take k = 0 as arguments are
called constants. We suppose that there are three pairwise disjoint countable
sets NV, X and P. N is the set of names, X is the set of first-order variables, and
P is the set of second order variables. We assume that both names and variables
are sorted, that is, to each name or variable u, a sort s is assigned; we use s(u)
for the sot of w. Variables p € P have arities ar(p) = s; X ... X s, — s.

A renaming is a bijection 7 : N/ — A such that s(a) = s(7(a)). As usual,
we extend the notation s(7') to denote the sort of a term T'. Terms of sort s are
defined by the grammar:

T:= =z variable x of sort s
[n name n of sort s
[p(Ty,...,Tx) wariable p of arity s(T1) x ... x s(T) — s
|f(Ty,...,Tx) application of f € F with arity s(Ty) x ... x s(Ty) — s
|h(Ty,...,Tx) call of h € H with arity s(Th) x ... x s(T) — s

We use fn(T), pvar(T) and var(T) for the set of free names, the set of
p-variables and the set of variables that occur in the term T', respectively. Meta-
variables u, v, w range over names and variables. We use st(T') for the set of sub-

terms of T', defined in the usual way: st(u) = {u} if u is a name or a variable,

and st(I(T1, ..., Ti) Z {UT,..., T} Use g SHTD), i 1 € FUHUP. A term

T is closed if it does not have any free variables (but it may contain p-variables),
that means var(T) = (). The set of terms is denoted by T.

Symbols in F are intended to model cryptographic primitives, symbols in H
are intended to model cryptographic oracles (in particular, hash functions in the
ROM model), and names in N are used to model secrets, i.e. concretely random



numbers. Variables p € P are intended to model queries and challenges made by
adversaries (and can depend on previous queries).

Definition 1 (Substitution). A substitution o0 = {x1 = T1,....,zn = Tn} is a
mapping from variables to terms whose domain dom(o) = {x1,...,x,} is finite
and such that o(x) # x, for each x in the domain.

A substitution as above is well-sorted if x; and T; have the same sort for each
i, and there is no circular dependence z;, € var(T;,), x;, € var(T;,), ..., x;, €
var(T;, ). The application of a substitution ¢ to a term T is written as o(T') = To.
This definition is lifted in a standard way to the application of a substitution to
set of terms or substitutions. The normal form o* of a well-sorted substitution
o is the iterative composition of ¢ with itself until it remains unchanged : ¢* =
(...((0)o)...)o. For example, if 0 = {x1 = a,z2 = f(b,z1),23 = g(x1,22)},
then o* = {z1 = a,z2 = f(b,a),x3 = g(a, f(b,a)}. A substitution is closed if all
terms (of its normal form) T; are closed. We let var(c) = Uvar(T;), pvar(o) =
Uipvar(T;), n(o) = U; fn(T;), and extend the notations pvar(.), var(.), n(.) and
st(.) to tuples and set of terms in the obvious way.

The abstract semantics of symbols is described by an equational theory F,
that is an equivalence (denoted as =g) which is stable with respect to application
of contexts and well-sorted substitutions of variables.

Definition 2 (Equational Theory.). An equational theory for a given signa-
ture is an equivalence relation E C T x T (written as =g in infix notation) on
the set of terms such that

1) Ty =g Ty implies Tyo =g Too for every substitution o;

2) Ty =g Ty implies T{x = T\} =g T{x = T} for every term T and every
variable x;

3) Ty =g Ty implies 7(Ty) =g 7(T3) for every renaming .

Frames ([3]) represent sequences of messages observed by an adversary. Formally:

Definition 3 (Frame). A frame is an expression of the form ¢ = vn.c where
o is a well-sorted substitution, and 1 is n(o), the set of all names occurring in

o. By abuse of notation we also use n(¢) for n, the set of names bounded in the

frame ¢. We note fv(¢p) def var(o) \ dom(o) the set of free variables of ¢.

The novelty of our definition of frames consists in permitting adversaries to
interact with frames using p-variables. This is necessary to be able to cope with
adaptive adversaries. We note the set of frames by F.

The normal form ¢* of a frame ¢ = vn.o is the frame ¢* = vn.o*. From

now on, we tacitly identify substitutions and frames with their normal form.
Next, we define composition of frames. Let ¢ = vn.{x; = T1,...,x,, = T,,} and
¢ = vn’.o be frames with 7Nn’ = 0. Then, ¢¢’ denotes the frame v(RUN).{z, =
Tio,....xn = Tho}.
Definition 4 (Equational equivalence). Let ¢ and ¢’ be two frames such
that ¢* = vn.o and ¢'* = vn.oc' with o0 = {&1 = T1,...,2, = Tp} and o’ =
{1 =TY,...,2n =T, }. Given the equational theory E, we say that ¢ and ¢’ are
equationally equivalent written ¢ =g ¢', if and only if T,o =g T!o’ for all i.



3 Computational Semantics

3.1 Distributions and indistinguishability

Let us note n € N the security parameter. We are interested in analyzing generic
schemes for asymmetric encryption in the random oracle model [17,10]. We
write h <~ 2 to denote that h is randomly chosen from the set of functions
with appropriate domain (depending on 7n). By abuse of notation, for a list
H = hy,---, hy, of hash functions, we write H <~ (2 instead of the sequence
hi < 02,... by < 2. We fix a finite set H = {h1,...,h,} of hash functions. A
distribution ensemble is a countable sequence of distributions {X,, },en. We only
consider distribution ensembles that can be constructed in polynomial time by
probabilistic algorithms that have oracle access to O = H. Given two distribution
ensembles X = {X, },en and X' = {X]},en, an algorithm A and 1 € N, the
advantage of A in distinguishing X, and X is defined by:

Adv(A, 1, X, X") = Prlz & X, AC(n,z) = 1] — Prjz & X; : A9, x) = 1].

Then, two distribution ensembles X and X’ are called indistinguishable (de-
noted by X ~ X’) if for any probabilistic polynomial-time algorithm A, the
advantage Adv(A,n, X, X') is negligible as a function of 7, that is, for any n > 0,
it become eventually smaller than n~"™ as 1 tends to infinity.

3.2 Frames as distributions

We now give terms and frames a computational semantics parameterized by a
computable implementation of the primitives in ROM. Provided a set of sorts S
and a set of symbols F, a computational algebra A = (S,F) consists of

- a sequence of non-empty finite set of bit strings [s]a = {[s]a,,}nen with
[s]a, € {0,1}* for each sort s € S. For simplicity of the presentation, we
assume that all sorts are large domains, whose cardinalities are exponential in
the security parameter 7;

- a sequence of polynomial time computable functions [f]a = {[f]a,n}nen
with [flan @ [s1]an x ... X [sk]a, — [s]a, for each f € F with ar(f) =
81 X . X Sk — 83

- a polynomial time computable congruence =4, ; for each sort s, in order to
check the equality of elements in [s] 4, (the same element may be represented by
different bit strings). By congruence, we mean a reflexive, symmetric, and transi-
tive relation such that e1 =4 4,5 €1,..., €6 =45, € = [flan(er,...,ex) =45
[f1an(el, ..., e}) ( we usually omit s,n7 and A and write = for =4 5 ,);

- a polynomial time procedure to draw random elements from [s]a,; we
denote such a drawing by = « [s] A,n; for simplicity, in this paper we suppose
that all these drawing follow a uniform distribution.

From now on we assume a fixed computational algebra (S, F), and a fixed 7,
and for simplicity we omit the indices A,s and 7. For lack of space, we use ppt to
stand for probabilistic polynomial-time. Given H a fixed set of hash functions,
and (A;)scr a fixed set of ppt functions (can be seen as a ppt adversary A© taking



an additional input ), we associate to each frame ¢ = vn.{z1 = T1,..., 2 = Tk}
a sequence of distributions [¢]y, 4 computed as follows:

- for each name n of sort s appearing in 77, draw a value 7t < [s];

- for each variable z;(1 <1 < k) of sort s;, compute T; € [s:] recursively on
the structure of terms: £; = ﬁ ;

- for each call h;(Ty,...,T),) compute recursively on the structure of terms:

hi(T, - T) = ha(TY, .. Th,);

- for each call f(T7,...,T),) compute recursively on the structure of terms:
f(T1/7 s 7T7/n) = [[-ﬂ](Tll’ s ’T'r/n);

- for each call p;(T7,...,T,,) compute recursively on the structure of terms

and draw a value pi(Tl’,/.T7 T ) < A° (i, Tl’, LT,

- return the value ¢ = {z1 = Ty, ..., ¢5 = ’f’k}

Such ¢ = {x1 = bsey,...,x, = bse,} with bse; € [s;] are called concrete
frames. We extend the notation [.] to (sets of) closed terms in the obvious way.

Now the concrete semantics of a frame ¢ with respect to an adversary A, is
given by the following sequence of distributions (one for each implicit 7):

[¢]a = [H & 20 =H; < [¢]r.a : 6]

When pvar(¢) = 0, semantics of ¢ does not depend on the adversary A and
we will use the notation [¢] (or [¢]x) instead of [¢]a (respectively [¢]r,.4)-

3.3 Soundness and Completeness

The computational model of a cryptographic scheme is closer to reality than
its formal representation by being a more detailed description. Therefore, the
accuracy of a formal model can be characterized based on how close it is to the
computational model. For this reason, we introduce the notions of soundness and
completeness (inspired from [8]) that relate relations in the symbolic model with
respect to similar relations in the computational model. Let E be an equivalence
theory and let Ry C T x T, Ro CF x T, and R3 C F X F be relations on closed
frames, on closed terms, and relations on closed frames and terms, respectively.

- Ry is =-sound iff for all terms T3, T5 of the same sort, (77,72) € R; implies
that Prléy, €y <= [T1,To]a : €1 # é2))] is negligible for any ppt adversary A.

- Ry is =-complete iff for all terms 77,75 of the same sort, (T1,72) & Ry
implies that Pr[ey, ey < [T1,To]a : é1 # é2))] is non-negligible for some ppt
adversary A.

- Ry is =-faithful iff for all terms T, T of the same sort, (T7,T») € R; implies
that Pr[ey, é; Z [Ty, T2] 4 : é1 = é2))] is negligible for any ppt adversary A.

- Ry is t/-sound iff all frame ¢ and term T', (¢, T) € Ry implies that Pr[¢, é <
[6,T]4 : AC(¢) = €] is negligible for any ppt adversary A.

- Ry is t/~-complete iff for all frame ¢ and term T, (¢,T) € Ry implies that
Pr[é7 e [0, T]a: AC (qB) = €] is non-negligible for some ppt adversary A.

- R3 is =p-sound iff for all frames ¢1, ¢o with the same domain, (¢1, ¢2) € Rs
implies that ([¢1].4) ~ ([¢2].4) for any ppt adversary A.



- R3 is &~ g-complete iff for all frames ¢1, ¢ with the same domain, (¢1, ¢2) &
R3 implies that ([¢1].4) 7 ([¢2] 4) for some ppt adversary A.

4 Formal relations

One challenge of the paper is to propose appropriate symbolic relations that
correctly abstract computational properties as indistinguishability of two distri-
butions or weak secrecy of some random value (the adversary has only negligible
probability to compute it). In this section we provide two symbolic relations
(called formal indistinguishability relation and formal non-derivability relation)
that are sound abstractions for the two above computational properties.

First we define well-formed relations and we recall a simplified definition of
a formal indistinguishability relation as proposed in [7].

Definition 5 (Well-formed relations). A relation Sq C Fx T is called well-
formed if fn(M) C n(¢) for any (¢, M) € Sq, and a relation S; C F x F is
well-formed if dom(¢1) = dom(g¢z) for any (é1,p2) € S;.

Definition 6. [FIR [7]] A well-formed relation 2C F x F is called a formal
indistinguishability relation (FIR for short) with respect to the equational
theory =g, if = is closed with respect to the following closure rules:

(GE1) If ¢1 = ¢ then dd1 = ¢poa, for any frame ¢ such that var(¢) C dom(p;)
and n(¢) Nn(g;) = 0.

(GE2) ¢ = ¢ for any frame ¢’ such that ¢' = ¢.

(GE3) 1(¢) = ¢ for any renaming T.

This definition is a good starting point to capture indistinguishability in the
following sense: if we have a correct implementation of the abstract algebra (i.e.
=g is =-sound) and we were provided with some initial relation S (reflecting
some computational assumption) which is ~-sound , then the closure of S using
the above rules produces a larger relation which still remains ~-sound. But in
order to use this definition for real cryptographic constructions , we need to
enrich it in several aspects. First, most of constructions which are proposed
in the literature, ([9], [28], [22], [24], [26], [10]) use bijective functions (XOR-
function or permutations) as basic bricks. To deal with these constructions, we
add the following closure rule:
(GE4) If M, N are terms such that N[M/z] =g y, M[N/y| =g z, var(M) = {y}
and var(N) = {z}, then for any substitution o such that r & (fn(o)U fn(M)U
fn(N)) and x & dom(o) it holds vn.r.{o,x = M[r/y])} 2 var{o,z =r}.
Second, cryptographic constructions use often hash functions. In ideal mod-
els, if one applies a hash function (modeled by random functions [10] or pseudo-
random permutations [23]) to a argument that is weakly secret, it returns a
random value. And they are quite frequent primitives in cryptography that only
ensure weak secrecy. One-way functions only guarantee that an adversary that
possesses the image by a one-way function of a random value, has only a negligi-
ble probability to compute this value. The computational Diffie-Hellman (CDH)



assumption states that if given the tuple g, g%, ¢° for some randomly-chosen
generator g and some random values a, b, it is computationally intractable to
compute g»** (equivalently g?** is a weakly secret value). This motivates us to
introduce the formal non-derivability relation as an abstraction of weak se-
crecy. Let us explain the basic closure rules of this relation. Since we assume
that all sorts are implemented by large finite sets of bit strings, it is clearly that
(GD1) vr.0)  r.

Renaming does not change the concrete semantics of terms or frames.
(GD2) If ¢ # M then 7(¢) % 7(M) for any renaming 7.

If the equational theory is preserved in the computational world, then equiv-
alent terms or frames are indistinguishable.

(GD3) If ¢ # M then ¢ # N for any term N =g M.
(GD4) If ¢ # M then ¢ # M for any frame ¢' =g ¢.

If some bit string (concrete implementation of term M) is weakly secret, then
any polynomially computation (abstracted by the frame ¢’) does not change this.
(GD5) If ¢ # M then ¢'¢ # M for any frame ¢’ such that n(¢') Nn(s) = 0.

Next rule gives a relationship between indistiguishability and secrecy: if two
distributions are indistinguishable, then they leak exactly the same information.
(GDG) For all substitutions o1, 09 such that « ¢ dom(o;), if vn.{o1,2 = M} =
vn{oz,x = N} and vn.oy ¥ M then vin.og * N.

If the concrete implementation of the symbolic contextual term T'(z2) is a fea-
sible computation, that is, the adversary has all the needed information to com-
pute T'(-) (fn(T) Nn(¢) = 0), then the concrete implementation of (T'¢)[M/z]
is weakly secret only because the implementation of M itself is weakly secret.
(GD7) If ¢ # (T'$p)[M/z] then ¢ # M, where T is such that fn(T) Nn(¢p) = 0.

One can remark now that (GD6) may be generalized to the rule below
(GDG6g) If T, U are terms such that (fn(T)U fn(U))Nn =0, z € var(T) \var(U)
and U[T/y] =g z, then for all substitutions 01,05 such that z ¢ dom(o;) and
vndor,x =T[M/z]} 2 vn{os,x = T[N/z]} and vin.oy ¥ M then vn.og 3 N.

Actually, (GDG6g) is consequence of rules (GD3), (GD6) and (GD7).

Now the rules that capture hash functions in the ROM: the image by a
random function of a weakly secret value is a completely random value.

(HD1) If va.r.o[r/h(T)] # T and r & n(o), and if o[r/h(T)] does not contain
any subterm of the form h(e), then vn.o # T.

(HE1) If vnr.o[r/h(T)] # T and r € n(o), and if o[r/h(T)] does not contain
any subterm of the form h(e), then vn.r.c = va.r.o[r/h(T)].

The definition below formalizes the tight connection between FIR and FNDR.

Definition 7 (FNDR and FIR). A pair of well formed relations (#,%) is
a pair of (formal non-derivability relation, formal indistinguishability
relation) with respect to the equational theory =g, if (#,2) is closed with re-
spect to the rules (GD1), ..., (GD7),(GE1),...,(GE4), (HD1),(HE1) and = is an
equivalence.

The theorem 1 shows that if a pair (FIR,FNDR) was generated by relations Sy
and S;, then it is sufficient to check only soundness of elements in Sy and .S; to



ensure that the closures (Sg)y and (S;)~ are sound. We define (D1, I;) T (Daq, I2)
if and only if D1 C Dy and I; C I5. It is easy to see that C is an order.

Theorem 1. Let (S4,5;) be a well-formed pair of relations. Then, it exists a
unique smallest (with respect to C ) pair denoted ((Sq)y, (Si)~) of (FNDR, FIR)

such that (Sq)y O Sq and (S;)~ D S;. In addition, if =g is =-sound, Sq is
t-sound and S; is ~-sound, then also (Sq)y is t/-sound and (S;)= is ~-sound.

The reader should notice that rules (HE1) and (HD1) can be strengthened if
=g is =-faithful: “if o[r/h(T)] does not contain any subterm of the form h(e)”
can be replaced with “T" #g T’ for any subterm h(T") of o[r/h(T)]”.

5 Applications

We apply the framework of Section 4 in order to prove IND-CPA security of sev-
eral generic constructions for asymmetric encryptions. So we will consider pairs
of relations (#,22) = ((S4)y, (Si)~) generated by some initial sets (Sg,S;), in
different equational theories. We assume that all =g, Sy, S; that are considered
in this section satisfy the conditions of Theorem 1. We emphasize the following
fact: adding other equations than those considered does not break the computa-
tional soundness of results proved in this section, as long as the computational
hypothesis encoded by Sy and .S; still hold.
First we introduce a general abstract algebra that we will extend in order to
cover different constructions. We consider three sorts Data, Data', Data?, and
the symbols || : Data' x Data? — Data, ®s : S x S — S, 0g : S, with
S € {Data, Data', Data®} and 7; : Data — Data?, with j € {1,2}. For simplic-
ity, we omit S when using ®g or Og . The equational theory E, is generated by:
(XEql) x 0 =g,z (XEq2) 2 ©y =g,y Dx (PEq1) 7y (z|ly) =g, «
(XBq2) & ® 2 =g, 0 (XEqf) @ (y © %) =p, (x ) © = (PEg2) ma(elly) =5, y
|| is intended to model concatenation, @ is the classical XOR and 7; are the
projections. Next rules are consequences of the closure rules from Section 4.
(SyE) If ¢1 = ¢o then ¢g = ¢1.
(TT’E) If d)l = ¢2 and ¢)2 = (153 then d)l = ¢3.
(XE1) If r & (fn(o) U fn(T)) then vn.rf{o,z =r® T} Zvnr{o,z=r}.
(CD1) If (¢ # T1 V ¢ 3 T) then ¢ o Th||To.
(XD1) f vn.o # T and r & (nU fn(T)) then vnorf{o,xa =r@T} # T.

5.1 Trapdoor one-way functions in the symbolic model

We extend the above algebra in order to model trapdoor one-way functions. We
add a sort iData and new symbols f : Data x Data — iData ,f~' : iData x
Data — Data, pub : Data — Data. f is a trapdoor permutation, with f~! being
the inverse function. We extend the equational theory:
(OBq1) £~1(f (w, pub(y)).y) =5, =.

To simplify the notations, we will use fi(e) instead of f(e,pub(k)). Now
we want to capture the one wayness of function f. Computationally, a one-
way function only ensures the weakly secrecy of a random argument r (as long



as the key k is not disclosed to the adversary). Hence we define S; = @ and
Sq = {(vk.r{xy = pub(k),x = fi(r)},7)}.

The following frame encodes the Bellare-Rogaway encryption scheme ([10]):
b (m) = vh.1 {2k = pub(k), za = fo(r),y = g(r) © m, 2 = h(ml|r)}
where m is the plaintext to be encrypted, f is a trapdoor one-way function, and
g and h are hash functions (hence oracles in the ROM model).

Now we can see the necessity of p-variables in order to encode IND-CPA
security of an encryption scheme. It is not enough to prove that for any two
messages m1 and msy the following equivalence holds:

vk.r{zy = pub(k),xa = fr(r),y = g(r) ® my, z = h(ma||r)} =
vk.r{zy = pub(k),za = fi(r),y = g(r) & ma, z = h(mal|r)}

We did not capture that the adversary is adaptive and she can choose her
challenges depending on the public key. We must prove a stronger equivalence:
for any terms p(xy) and p (mk)

vkr{ar = pub(k), xa = fr(r),y = g(r) ® p(zr), 2 = h(p(ay)||r)} =
vkar{xy = pub(k),zo = fi(r),y = g(r) © p'(zx), 2 = h(p' (z1)||r)}
The reader noticed that for abymmetrlc encryption, this suffices to ensure IND-
CPA: possessing the public key and having access to hash-oracles allow to en-
crypt any message (having an oracle to encrypt messages becomes superfluous).

Actually, it suffices to prove vk.r.s.t.{xp = pub(k),z, = fr(r),y = g(r) &
p(zr), z = h(p(zp)||r)} = vkrst{z, = pub(k),z, = fr(r),y = s,z = t}. By
transitivity, this implies: for any two challenges that adversary chooses for p(zy),
the distributions she gets are indistinguishable.

Next rules are consequences of the definition of S; and of the closure rules.
(OD1) If f is a one-way function, then vk.r.{zy = pub(k),z = fr(r)} # r.
(ODg1) If f is a one-way function and vn.vk.{xy = pub(k),z = T} 2 vrvk{az =
pub(k),z = r}, then vn.vk.{xy = pub(k),z = fr(T)} + T.

The proof of IND-CPA security of Bellare-Rogaway scheme is presented in
Figure 1. To simplify the notations, implicitly, all names in frames are restricted
and we note oy =z, = pub(k),zq = fi(r), and o3 = 09,y = g(r) ® p(ak).

5.2 Partially one-way functions in the symbolic model

In this subsection, we show how we can deal with trapdoor partially one-way
functions ([24]). We demand for function f a stronger property than one-wayness.
Let Data; be a new sort, and let f : Datay x Data x Data — iData and
f~':iData x Data — Data, be functions such that

(OEq1) f(f~'(z,y), 2,pub(y)) =g, .

The function f is said partially one way, if for any given f(r, s, pub(k)), it
is impossible to compute in polynomial time a corresponding r without the
trapdoor k. In order to deal with fact that f is partially one-way, we define
S; =0 and Sy = {(vk.r.s.{zy = pub(k),z = fi(r,s)},7)}.

The frame below encodes the encryption scheme proposed by Pointcheval ([24]).
bpo(m) = vk.r.s{xy = pub(k), x4 = fi.(r,h(m]|s)),y = g(r) ® (m]]s)}

where m is the plaintext to be encrypted, f is a trapdoor partially one-way
function, and g and h are hash functions. To prove IND-CPA security of this



ODl ———

Gp5 o2kt

{o2,y=3s"} ¥ r

HD1
GD5 {02,11:9(7")}?‘T
CD1 {o2,y = g(r) ®p(xr),z =t} #r
HE1 {o2,y =g(r) ®p(xr), z = t} ¥ plaw)||r
TrE {o2,y = g(r) ® p(zk), z = h(p(zk)||7)} = {02,y = g(r) ® p(zk), 2z = t} (T1)
{02,y = g(r) @ p(ar), = = h(p(z)[Ir)} = {wr = pub(k), 0 = f(r),y = s,z = t}

Fig. 1. Proof of IND-CPA security of Bellare-Rogaway scheme.

ops L T
HE1 {o2,y=s} ¥ r
CE1 {o2,y =g(r)} 2 {02,y = s}
TE {o3} = {02,y = s @ p(zx)} {02,y =s®p(zr)} = {02,y = s}
CEl {02,y =g(r) ® p(zk)} = {02,y = s}

{o2,y = g(r) ®p(zK), 2 =t} = {02,y = 5,2 = t}

Fig. 2. Tree (T'1) from Figure 1.

scheme, we show that vk.r.s.sj.so{zp = pub(k),zq = fi(r,h(p(zr)l||s)),y =
g(r) & (p(zg)||s)} 2 vk.r.s.s1.s0.{xr = pub(k),xq = fr(r,81),y = 2}

Next rule is a consequence of the definition of S .
(ODp1) If f is a one-way function, then vk.r.s.{z) = pub(k),x = fr(r,s)} # r.
The proof of IND-CPA security of Pointcheval scheme is presented in Figure 3.
To simplify notations we suppose that all names in frames are restricted and we
note oz =z, = pub(k), xq = fi(r, h(p(zi)||s)) and o3 = 02,y = s2 ® (p(zk)|$)-

5.3 Computational Diffie Hellman (CDH) Assumption

In this subsection we prove IND-CPA security of a variant of Hash-ElGamal
encryption scheme ([27]) in the random oracle model under the CDH assumption.
The proof of the original scheme([6]) can be easily obtained from our proof and
it can be done entirely in our framework. We will consider two sorts G and A,
symbol functions exp : G x A - G, * : AX A — A, 04: A, 14: A, 1g:G. We
write MY instead of exp(M, N). We extend E, by the following equations:
(XEqel) (2¥)* =g, a¥**.  (XEqe2) x'4 =g, . (XEqe3) 2% =g, 1¢.
To capture the CDH Assumption in the symbolic model we define S; = @) and
Sa={(vgrs{zy=g,2=g°y=g"},9°"")}. Then we get the next rule:
(CDH) vg.r.s{zg=g,x=g%y=g"} ¥ ¢°".

The following frame encodes the Hash-ElGamal encryption scheme.
Phet(m) =vgrs{zy =g,x=g%y=g",z=h(g>") &m}
where m is the plaintext to be encrypted, (g,¢°) is the public key and h is
a hash function. The proof of IND-CPA security of Hash-ElGamal’s scheme is
provided in Figure 6. We supposed that all names are restricted and we noted
oe=xy=g,x=¢°y=¢g", and 05 = e,z =t P p(x,z4).



(T2) (T'3)

TrE
" o2, 9 =90 ® P@n)15)} = {@x = pub(k), 2o = fr(r51),y = 52}

Fig. 3. Proof of IND-CPA security of Pointcheval scheme.
XE ODp1

1 -
SyE {og,zzr}g{o/i,y:smm:r} QD5 {o2} # 7
QD6 {o2,y=s2, 2 =1} = {03,z =7} {o2,y=s2} ¥ r
HE1 {‘73} Fr
{o2,y =9(r) ® (p(z)lls)} = {03}
Fig. 4. Tree (T'2) from Figure 3.
GD1 ——
GD5 07e
D1 {z) = pub(k),zq = fr(r,s1)} # s

{z = pub(k),za = fr(r,s1)} ¥ p(zi)l|s
{o2} = {zk = pub(k),za = fir(r,s1)}
XFE1
TrE {UB}E{02’?J:S2}G {‘7279:52}%1{1%:p""b(k)awa:fk(rvsl))y:SZ}
{o3} = {zr = pub(k),za = fr(r,s1),y = s2}

HE1

Fig. 5. Tree (T'3) from Figure 3.

CDH ———
GD5 {UE}%QS
{UC$Z:t}>LgS*T

{0e,2=h(g°"")} =2 {0e,2 =t}
{oe,2=h(g°"") @ p(x,z4)} = {0y} {o7} =2 {oc,z =1t}
{zg=9,2=9"y=9",2=h(¢""") @ p(z,zg)} 2 {zg =g,x=9°y =g ",z =1t}

HE1

GE1
TrE

Fig. 6. Proof of IND-CPA security of Hash-ElGamal’s scheme

6 Static equivalence and FIR

In this section we adapt the definition of deductibility and static equivalence ([8])
to our framework. After, we justify why they are too coarse to be appropriate
abstractions for indistinguishability and weak secrecy. Actually, Proposition 1
states that they are coarser approximations of indistinguishability and weak
secrecy than FIR and FNDR.

If ¢ is a frame, and M, N are terms, then we use (M =g N)¢ for M = N¢.

Definition 8 (Deductibility). A (closed) term T is deductible from a frame
¢ where (p;)ier = pvar(@), written ¢ = T, if and only if there exists a term M
and a set of terms (M;)icr, such that var(M) C dom(¢), ar(M;) = ar(p;),
fn(M, M) N n(¢) =0 and (M =g T)(S[(Mi(Ti,, - .., T3,) /pi(Tiys - - - Ti,) ier])-
We denote by t/ the logical negation of F.

For instance, we consider the frame ¢ = vky.ks.51.50.{x1 = k1,22 = ko, x5 =
h((s1 ® k1) @ p(z1,22)), 24 = h((s2 ® ko) @ p(z1,22))} and the equational theory
Eg. Then h(s1)®ky is deductible from ¢ since h(s1)Dke =g, x3[x1/p(21, T2)] D22
but h(s1) ® h(sz2) is not deductible.



If we consider the frame ¢ = vk.r.s.{z; = pub(k),x = fr(r||s)} where f
is a trapdoor one-way function, then neither r||s, nor r is deductible from ¢'.
The one-wayness of f is modelled by the impossibility of inverting f if k is not
disclosed. While this is fair for r||s according to the computational guarantees of
f, it seems too strong of assuming that r alone cannot be computed if f is “just”
one-way. This raises some doubts about the fairness of I/ as a good abstraction
of weak secrecy. We can try to correct this and add an equation of the form
g(f(z[|z, pub(y)),y) =g, . And now, what about ry, if one gives f((r1[|r2)|[s)?
In the symbolic setting 71 is not deductible; computationally, we have no guar-
antee; hence, when one stops to add equations? Moreover, in this way we could

exclude ”good” one-way functions: computationally, if f is a one-way function,

then f(x||y) = z||f(y), is another one-way function. The advantage of defining

non-deductibility as we did it in the Section 4, is that first, we capture “just”
what is supposed to be true in the computational setting, and second, if we add
more equations to our abstract algebra (because we discovered that the imple-
mentation satisfies more equations) in a coherent manner with respect to the
initial computational assumptions, then our proofs still remain computationally
sound. This is not true for F~.

Definition 9. A test for a frame ¢ is a tuple T = ((M;)ic1, M, N) such that
ar(M;) = ar(p;), var(M,N) C dom(®), fn(M,N,M;) " n(¢) = 0. Then ¢
passes T Zf and only Zf (M =FE N)((b[(Mi(Til,' .- aTik)/pi(Tiu s 7Tik)>i61])'

Definition 10 (Statically Equivalent). Two frames ¢1 and ¢o are statically
equivalent, written as ¢1 ~g ¢2, if and only if

(1) dom(o1) = dom(o2);

(7@) for any test T, ¢1 passes the test T if and only if ¢2 passes the test T

For instance, the two frames ¢ = vk.s.{zx1 = k,z9 = h(s) ® (k ® p(z1))} and
¢o = vk.s{x1 = k,z0 = s ® (k ® p(x1))} are statically equivalent with respect
to E4. However the two frames ¢) = vk.s.{z1 = k,z2 = h(s) ® (k® p(x1)), 23 =
h(s)} and ¢} = vk.s.{x1 = k, 22 = s® (k®p(z1)), z3 = h(s)} are not. The frame
¢4 passes the test ((x1), z2,23), but ¢} does not.

Let us now consider the equational theory from subsection 5.2. Then the
following frames vg.a.b.{z; = g, 20 = g% z3 = ¢*, 24 = ¢***) and vg.a.b.c.{x; =
g,r2 = g% w3 = g*, x4 = g°) are statically equivalent. This seems right, it is
the DDH assumption: a computational implementation that satisfies indistin-
guishability for the interpretations of this two frames will simply satisfy the
DDH assumption. But soundness would imply much more. Even vg.a.b.{z; =
g, 0 = g% w3 = g°, x4 = g“z*bz} and vg.a.b.c{r) = g, 22 = g%, 23 = ¢°, x4 = ¢°}
will be statically equivalent. It is unreasonable to assume that this is true for
the computational setting. As for non-deductibility, the advantage of considering
FIR as the abstraction of indistinguishability, is that if we add equations in a
coherent manner with respect to the initial computational assumptions (that is
with S;), then our proofs still remain computationally sound. The proposition
below says that if we consider initial reasonable sets Sy and S;, then we get finer
approximations of indistinguishability and weak secrecy than I/ and ~g.



Proposition 1. Let (Sq,S;) be such that Sq Ci/ and S; C~pg. Then (Sg)y Cif
and <Sz>g ng.

7 Conclusion

In this paper we developed a general framework for relating formal and com-
putational models for generic encryption schemes in the random oracle model.
We proposed general definitions of formal indistinguishability relation and for-
mal non-derivability relation, that is symbolic relations that are computationally
sound by construction. We extended previous work with respect to several as-
pects. First, our framework can cope with adaptive adversaries. This is manda-
tory in order to prove IND-CPA security. Second, many general constructions
use one-way functions, and often they are analyzed in the random oracle model:
hence the necessity to capture the weak secrecy in the computational world.
Third, the closure rules we propose are designed with the objective of minimizing
the initial relations which depend of the cryptographic primitives and assump-
tions. We illustrated our framework on several generic encryption schemes: we
proved IND-CPA security of the scheme proposed by Bellare and Rogaway in
[10], of Hash El Gamal [6] and of the scheme proposed by Pointcheval in [24].
As future works, we project to study the (relative) completeness of various
equational symbolic theories. Other extensions will be to capture fully active
adversaries or exact security (as in [11], we could define indistinguishabiliy as
up-to some explicit probability p instead of up-to a negligible probability).
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