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Abstract

Chosen-ciphertext security is by now a standard securitpgity for asym-
metric encryption. Many generic constructions for buifglsecure cryptosystems
from primitives with lower level of security have been prepd. Providing se-
curity proofs has also become standard practice. Thereoisever, a lack of
automated verification procedures that analyse such @ysttems and provide
security proofs. This paper presents an automated proedadiuanalysing generic
asymmetric encryption schemes in the random oracle motlbhsl been applied
to several examples of encryption schemes.

1 Introduction

Our day-to-day lives increasingly depend upon informatiad our ability to manip-
ulate it securely. This requires solutions based on crypjaigic systems (primitives
and protocols). In 1976, Diffie and Hellman invented pulldéy cryptography, coined
the notion of one-way functions and discussed the relatiprizetween cryptography
and complexity theory. Shortly after, the first cryptosysteith a reductionist security
proof appeared (Rabin 1979). The next breakthrough towfardsal proofs of secu-
rity was the adoption of computational theory for the pugo$rigorously defining
the security of cryptographic schemes. In this framewosdysiem iprovably secure
if there is a polynomial-time reduction proof from a hard lgieom to an attack against
the security of the system. The provable security framevirak been later refined
into the exact (also called concrete) security framewatere better estimates of the
computational complexity of attacks is achieved. Provabjptography has become a
very active field of research and public-key cryptographyrizbably one of the most
active topics (An objective analysis of what it is about anghtit is not about can
be found in [12].) Yet, there is a problem with cryptograppioofs, as expressed by
S. Halevi in [17], A. Dent [14], J. Stern et al [23] and otheWhile research in the
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field of provable cryptography has achieved tremendousrpssgowards rigorously
defining the functionalities and requirements of many argpstems, little has been
done for developing computer-aided proof methods or moreigdly for investigat-
ing a proof theory for cryptosystems as it exists for impeeaprograms, concurrent
systems, reactive systems, etc...

In this paper, we present an automated proof method for ainglyeneric asym-
metric encryption schemes in the random oracle model (R@#&nheric encryption
schemes aim at transforming schemes with weak securityepiiep, such as one-
wayness, into schemes with stronger security propertessifically security against
chosen ciphertext attacks. Examples of generic encrygttbemes are [11, 25, 5, 6,
19, 18, 22, 20]. The paper contains two main parts. The firstpyasents a composi-
tional Hoare logic for proving IND-CPA-security. The sedgpart presents a method
for proving plaintext awareness (PA). Hence, altogethehene a proof method for
IND-CCA security, that applies for instance to the condions in [5, 18, 19]. An
important feature of our method is that it is not based on hajloeasoning and global
program transformation as it is the case for the game-bggadach [7, 21]. Indeed,
both approaches can be considered complementary as the léga-based one can
be considered as aiming at characterizing by means of fatedithe set of contexts in
which the game transformations can be applied safely.

Our automated verification method has been implemented MICAand applied
to several examples.

Related work: We restrict our discussion to work aiming at providing conapu
tional proofs for cryptosystems. In particular, this extds symbolic verification (in-
cluding ours). We mentioned above the game-based appréa2h,[17]. B. Blanchet
and D. Pointcheval developed a dedicated tool, CryptoVéndt supports security
proofs within the game-based approach [8, 9]. From the #imad point of view,
the main differences in our approaches are the followingp@\ferif is based on ob-
servational equivalence. The equivalence relation inslueeriting rules applicable in
contexts that satisfy some properties. Invariants pre&vabbur Hoare logic can be
considered as logical representations of these contextsed¥er, as we are working
with invariants, that is we follow a state-based approa@need to prove results that
link our invariants to game-based properties such as indisishability (cf. Propo-
sition 1 and 3). G. Barthe and S. Tarento were among the firgtdeide machine-
checked proofs of cryptographic schemes without relyinghenperfect cryptography
hypothesis. They have provided formal models of the Gedoidel and the Random
Oracle Model in the Coq proof assistant, and used this fasa#bn to prove hardness
of the discrete logarithm [1], security of signed ElIGamatrgption against interactive
attacks [3], and of Schnorr signatures against forgergldtf?4]. They are currently
working on formalizing the game-based approach in Coq [2jotAer interesting work
to mention is the Hoare-style proof system proposed by RinGord J. Den Hartog for
game-based cryptographic proofs [10]. Yet, there is no ederpassistance for the
developed logic. In [13], Datta et al. present a computatigrsound compositional
logic for key exchange protocols. There is, however, no passistance provided for
this logic neither.

1The implementation can be downloadedtip://www-verimag.imag.fr/ lakhnech/checker.ml



Outline: In Section 2, we introduce notations used for defining ougmmming
language and generic asymmetric encryption schemes. hin8e; we present our
method for proving IND-CPA security. In Section 4 we intr@éua criterion to prove
plaintext awareness. Finally, in Section 5 we conclude.

2 Definitions

We are interested in analysing generic schemes for asyneneeicryption assuming
ideal hash functions. That is, we are working in taedom oracle moddlL5, 5]. Using
standard notations, we writé < Q to denote thaH is randomly chosen from the set
of functions with appropriate domain. By abuse of notatfona listH = Hy,--- ,Hp
of hash functions, we writel <- Q instead of the sequenéf, < Q- ,Hn < Q. We
also fix a finite sefl of trapdoor permutations and a finite sit= {Hi,--- ,Hn} of
hash functions an@® = NuU #. We assume an arbitrary but fixed orderingband#;
just to be able to switch between set-based and vector-lvegation. Adistribution
ensemblés a countable sequence of distributidd, }nen. We only consider distribu-
tion ensembles that can be constructed in polynomial-tiynerbbabilistic algorithms
that have oracle access@

Given two distribution ensembleé = { X }nex andX’ = {Xj }nen, an algorithm
A andn € N, we define thedvantagef 4 in distinguishingX, andX,’] as the follow-
ing quantity:

AdV(A,N, X, X") = Pr[x < Xq : 2°(x) = 1] — Pr[x <= X} : 2°(x) = 1].

We insist, above, that for each hash functibythe probabilities are also taken over

the set of functions with the appropriate type. Bat(n, X, X') = sugAdv(4,n, X, X"))
A

be the maximal advantage taken over all probabilistic pahyial-time algorithms.
Then, two distribution ensembléé and X’ are calledindistinguishable denoted by
X ~ X', if Adv(n,X,X’) is negligible as a function off. In other words, for any
polynomial-time (inn) probabilistic algorithm4, Adv(.4,n,X,X’) is negligible as a
function ofn. We insist that all security notions we are going to use atbénROM,
where all algorithms, including adversaries, are equippidtdoracle access to the hash
functions.

2.1 A simple programming language for encryption and decryp
tion oracles

We introduce a notation (a simple programming languageiickmthe encryption and
decryption oracles are specified. The motivation for fixingpgation is obvious: it is
mandatory for developing an automatic verification proceduetVvar be an arbitrary
finite non-empty set of variables. Then, our programmingleage is built according
to the following BNF described in Figure 1, where for a bitirgg bs= b1 - - - by (b; are
bits), bsn,m = by --bm?, and A is the name of the oracle, its body andx andy
are the input and output variable respectively. Commaneistandard, whene< U

2Notice thatbgn, m) = £, whenm < n andbgn, m] = bgn, k], whenm > k



means that the value gfs randomly sampled following the uniform distribution dret
appropriate domair is the bitwise-xor operation arjtlis the string concatenation.

Command ¢ = x< U |x:=f(y) |x:= f-L(y) | x:=H(y) | x:=y[n,m
| X:=y®z|x:=Yyl||z|ifx=ythenclelse c2fi|c;c
Oracle O = A(xy):c

Figure 1:Language grammar.

Example 1 The following command encodes the encryption scheme pdinsBel-
lare and Rogaway in [5] (shortE(ine;r) = f(r)||ine® G(r)|[H(ine||r)):
E(ine,0ut) 1 T« {0,1}10; a:= f(r); g:=G(r); b:=ine®g; s:= inel|r;
c:=H(s); u:=al|b||c; oute:=u; where, fe Mand GH € #.

Semantics:In addition to variables ivar, we consider variable€&y, ..., TH,. Vari-
able T, records the queries to the hash functlénandcan not be accessed by the
adversary Thus, we consider states that assign bit-strings to thahlas invar and
lists of pairs of bit-strings td'y; .

A stateassociates a value §D,1}* to each variable itvar and a list of pairs of
values toTy. For simplicity of the presentation, we assume that allalzgs range
over large domains, whose cardinalities are exponentitiiensecurity parameter.
Given a states, S(T ).dom, respectively\§(T ).res, denotes the list obtained by pro-
jecting each pair ir§(TH) to its first, respectively second, element. A program takes
as input aconfiguration(S,H, (f, f~1)) and yields a distribution on configurations. A
configuration is composed of a steé@ea vector of hash functiond;,--- ,H,) and a
pair (f,f~1) of a trapdoor permutation and its inverse. [etlenote the set of con-
figurations and DsT(I") the set of distributions on configurations. The semantics is
given in Figure 2, wheré(x) denotes the Dirac measure, iRx(x) = 1. Notice that
the semantic function of commands can be lifted in the us@g to a function from
DisT(I") to DisT(I"). By abuse of notation we also denote the lifted semantidgjy

A notational convention: Itis easy to prove that commands preserve the values of
H and(f, f~1). Therefore, we can, without ambiguity, wrig < [c](S,H, (f, 1))
instead of(S,H, (f, 1)) < [c](SH,(f, f1)). According to our semantics, com-
mands have as denotations functions that transform disimifis on configurations to
distributions on configurations. However, only distrilouns that are constructible are
of interest. Their set is denoted by€X(I",H,F) and is defined as the set of distribu-
tions of the form:[(f, f~1) & F(11);H £ Q;S< AR ()2 (S H, f, £-1)], where
A is an probabilistic polynomial-time algorithm accessifigf ~1 andH and which
records its queries to hashing oracles intoThes in S belongs to DsT(I", FI,IF).

2.2 Asymmetric Encryption

We are interested in generic constructions that convertrapgoor permutation scheme
into a public-key encryption scheme. More specifically, aim is to provide an au-
tomatic verification method for generic encryption schenws also adapt IND-CPA
and IND-CCA security notions to our setting.



X E NS (F, 1) = [0l 2 (S{xe up, A (1, 11)
= FS FL (£, 1) = 8(S[x— F(Sy). AL (1)
[[X:: f_l(y)]](s’th(f?f l) 6(S{X'_’f l(s(y))}uH’(f f~ 1))
[x:=y[n.m(SH,(f, 1)) = 3(S{x+— S(y)In,m]},H,(f, 1))
Ix:==Hy)(SH,(f,f1)=
S(S{x v}, H,(f,f71)) ;if (S(y),v) € Tw
{ 8(S{x— V. Th ~— S(Tw)- (S} H, (F. 7))
if (S(y),v) ¢ Tw andv=H(H)(S(y))
[xi=y o4 SR(1.1,1) =815l 80 0 S@ L A (1.11)
H, (f, 1) =3(S{x— Sy)|IS@)}.H, (f, f 1)

[if X then ¢ else c» ﬁ]](s,ﬁ,(f,fl)):{ [[21]](227(;7;1)) It Sx) = 1

,(f,f71))  otherwise
[AMW](SH,(f, f71) = [[c](S{x— v},H, (f, 1)), wherec is the body ofA(.

Figure 2:The semantics of the programming language

Definition 1 Ageneric encryption scheniea triple (I, E(ine, 0ut) : ¢, D(ing,ouly) :
c):

1. F is atrapdoor permutation generattivat on inputn generates am-bit string
trapdoor permutatior f, f 1)

2. E(ine,0ut) : c and D(ing,0uty) : ¢’ are oracle declarations. O

Definition 2 Let GE= (T, E(ine,0uk) : ¢, D(ing,0uly) : ¢’) be a generic encryption
scheme. Let A= (A1, A7) be an adversary and X DisT(I',H,TF). For a € {cpacca}
andn € IN, let
AVRE® (N, X) =2 Pr{(S H, (f, 1)) < X; (x0,%1,9) < AT ();b < {0,1};
S < [E(o))(SH.(f. 7)) : AY%(x0.x1,5. S (out)) = b ~ 1

where ifa = cpa thenO; = 0, = H and if a = cca thenOy = 0, = HU {D}.
We insist, above, thatifoutputs x%,Xx; such that|Xp| = |x1| and that in the case of
CCA, A does not ask its oracl® to decrypt §y). We say that GE is IN2+secure if

Adv',{‘%E“(n,S) is negligible for any state S and polynomial-time advergary O

3 Verification of IND-CPA security

In this section, we present an effective procedure to vehfip-CPA security. The
procedure may fail to prove a secure encryption scheme Iwatr mkeclares correct an
insecure one. Thus, we sacrifice completeness for soundnsiggation very frequent
in verificatior?. We insist that our procedure does not fail for any of the nuume

3We conjecture that the IND-CPA verification problem of sckerdescribed in our language is undecid-
able.



constructions we tried.

We are aiming at developing a procedure that allows us toeppoeperties, i.e.
invariants, of the encryption oracle. More precisely, tlecedure annotates each
control point of the encryption command with a set of pretsisahat hold at that
point for any execution except with negligible probabili@iven an encryption ora-
cle E£(ing,0ut) : ¢ we want to prove that at the final control point, we have anriave
that tells us that the value of quis indistinguishable from a random value. As we will
show, this implies IND-CPA security.

A few words now concerning how we present the verificatiorcpdure. First, we
present the invariant properties we are interested in tberisn language. Then, we
present a set of rules of the forfg}c{¢’} meaning that execution of commandh
any distribution that satisfie$ leads to a distribution that satisfi¢s. Using Hoare
logic terminology, this means that the trigl¢ }c{¢'} is valid.

3.1 The Assertion Language

Our assertion language is defined by the following grammiagredp defines the set of
atomic assertionsp ::= Indis(vx;Vi; Vo) | WS(X;V) | H(H,e) and¢ ::=true | P | p A
whereVy,V, C Var andeis either a variable ivar or an expressior||y with X,y € Var.

Intuitively, Indis(vx;V1;V,) is satisfied by a distribution on configurations, if any
adversary has negligible probability to distinguish wieethe is given the value of
or arandom value, even when he is additionally given theesabf the variables Ny
and the image by the one-way permutation of thos&inThe assertions(x;V) is
satisfied by a distribution, if any adversary has negligjiebability to compute the
value ofx, even when he is given the values of the variablég.irFinally, H(H,e) is
satisfied, when the value efhas not been submitted to the hash or&tle

Notations: We uselndis(vx;V) instead ofindis(vx;V;0) andindis(vx) instead of
Indis(vx; Var). We also writéV,x instead oV U {x} and everx,y instead of{x,y}.

Formally, the meaning of the assertion language is defineddayisfaction relation
X E ¢, which tells us when a distribution on configuratiofsatisfies the assertign
In order to define the satisfaction relati¥r= ¢, we need to generalize indistinguisha-
bility as follows. LetX be a family of distributions in BsT(I") andV; andV» be sets
of variables invar. By D(X,Vi1,V2) we denote the following distribution family (on
tuples of bit-strings):

D(X’Vlvvz)ﬂ = [(S’Hv (f, f_l)) X (S(\V1), f(S(VZ))’Fi’ f)]

HereS(V) is the pointwise application db to the elements df and f(S(V2)) is
the pointwise application of to the elements 0§(V,). We say thatX and X’ are
V1; Vo-indistinguishabledenoted byX ~,, X', if D(X,Vi,V2) ~ D(X',V1,V2).

Example 2 Let $ be any state and let Hbe a hash function. Recall that we are
working in the ROM. Consider the following distributions:

X = [BiSi=So{x— uy— Hi(u)} 1 (S H,(f, 7)) and X, = [B;u/ < {0,1}"; S:=
So{x+ U,y Hi(U)} : (SH,(f,f71))], wheref = A < Q;(f, f~1) & F(1");u
{0,137 Then, we have X (.1, X’ but we do not have X1y X'. O

The satisfaction relatioX = y is defined as follows:

1. X[Etrue, X Ed A iff X |=¢ andX = ¢'.



2. X = Indis(Vx; Vi; Vo) iff X~y [Ue= 2 (S H, (F, £71)) & X (S{x— u}, H, (, £71))].
3. X = wWs(x V) iff Pri(SH,(f, f 1) < X: ASV)) = S(x)] is negligible, for any
polynomial-time adversarix.
4. X=H(H,e) iff Pr{(SH,(f, 1)) & X : S(e) € S(Tw).dom] is negligible.

The relation between our Hoare triples and public key sgcigrestablished by the
following proposition that states that, if the value of oi#t indistinguishable from a
random value the®E is IND-CPA.

Proposition 1 Let GE be a generic encryption scheme. If
{true}c{Indis(vout; outs,ine) } is valid then GE is IND-CPA secure.

3.2 The Hoare Logic

In this section we present our Hoare logic for IND-CPA sefguiiVe begin with a set
of preservation axioms that tell us when an invariant eihétl at the control point
before a command can be transferred to the control point tfiéeecommands. Then,
for each command, we present a set of specific axioms.

3.2.1 Generic preservation rules:
We assume # x andc isx < U, x1= yi|ly2, x=y&t, x:= f(y) orx:=H(y).

Lemma 1 The following axioms are sound, provideg X1 UV, and x¢ V for (G2):
(G1){Indis(vz;V1;V2)} ¢ {Indis(vzV1;V2)}

(G2){ws(zV)}c{ws(zV)}

(G3){H(H",e)} c{H(H',e)}, if xZ var(e) AH' #H

3.2.2 Random Assignment:
Consider the commanei= x < 1I.

Lemma 2 The following axioms are sound:
(R1) {true} c {Indis(vx)}
(R2) {true} c {H(H,e)} if x € var(e)

Lemma 3 The following preservation axioms, where we assug#eyX, are sound:
(R3) {Indis(vy;Vi;V2) }c{Indis(vy; Vi, % Vo) }
(RA){Ws(y;V) }e{WS(y;V,x)}

3.2.3 Hash Function:

Lemma 4 The following basic axioms are sound, fogxy:

(H1) {ws(y;V) AH(H,y) }x:=H(y){Indis(vx;V,Xx) }

(H2) {H(H,y)} x:=H(y){H(H’,e)} if x € var(e)

(H3) {Indis(vy;V;V',y) AH(H,y) }x:= H(y){Indis(vx;V,x;V',y) } ify ¢ V

4By x = y we mean syntactic equality.



The following preservation axioms are sound provideédly andz # x:

(H4) {ws(y;V) AWS(zV) AH(H,y)}x:=H(y){WS(z V,x)}

(H5) {H(H,e) AWS(zy)}x:=H(y){H(H,e)}, if ze var(e) Ax ¢ var(e)

(H6) {Indis(vy; V1;Va,y) AH(H,y) }x:= H(y){Indis(vy; V1, X V2, y) }, if y & V1

(H7) {Indis(vz;V1,Z V2) AWS(Y; V1UV2,2) AH(H,y) }x:= H(y){Indis(vZz;V1,Z,x;V2) }

3.2.4 One-way Function:

Lemma 5 The following axiom is sound:

(01){indis(vy;V:y)} x:= f(y) {WS(y;V,x)}, if (y €V U{x})

Lemma 6 The following axioms are sound foezx:

(02){Indis(vz;V1,z,V2,y) } x:= f(y) {Indis(vz;V1,Z2,x;V2)}, if z#£ y (O3) {WS(zV) A
Indis(vy;V,zy)} x:= f(y) {wS(zV,x)} For one-way permutations, we additionally
have the following axiom:

(P1YIndis(vy;V1;V2,y) } x:= f(y) {Indis(vx;V1,X;V2)}, if y V1 UV>

3.2.5 The Xor operator

In the following axioms, we assunye# z

Lemma 7 The following axiom is sound:
(X1) {Indis(vy;V1,Y,ZV2)} X :=y® z{Indis(vx;V1,X,ZV2) }, if y € V1 UV,

Lemma 8 The following axioms are sound providegix,y, z.
(X2) {Indis(vt;V1,Y,Z Vo) } X :=y P z{Indis(Vt;V1,X,y,Z Vo) }
(X3) {ws(t;V,y,.2)} x:=y&z{ws(t;V,y.z )}

3.2.6 Concatenation:

Lemma 9 The following axioms are sound:

(C1){ws(y;V)} x:=y||z{ws(x;V)}, if x £ V. A dual axiom applies for z.

(C2) {Indis(vy;V1,Y,ZV2) AIndis(VZ;V1,Y,Z Vo) } X := ||z {Indis(vX;V1;V2)}, if y,z &
ViUV

(C3) {H(H.YI[2)} x:=yl[z{H(H.x)}

(C4) {indis(vt;V1,y,Z Vo) } x:=y||z{Indis(Vt;V1,X, Y,z V) }, if t £ XY,z
(C5){Ws(t;V,y,2)} x:=V||z{WS(t;V,y,Z X)}, ift ZX,y,2

In addition to the axioms above, we have the usual Sequardiaposition and Con-
sequence rules of the Hoare logic. In order to apply the Gpresgce rule, we use
entailment (logic implication) between assertions as imb& 10.

Lemma 10 Let X be a distribution ensemble BvsT(I",H, ).

1. If X = Indis(vx;Vi; Vo), V] C Vi and V4 C ViUV, then X}= Indis(vx; Vi Vy).

2. If X EwWS(x;V') and VC V' then X}= WS(x; V).

3. If X = Indis(vx; Vi; Vo U {x}) and V C V; then XI= WS(x; V).
The soundness of the Hoare Logic follows by induction from sbundness of each
axiom and soundness of the Consequence and Sequential sitiorpaules.

Proposition 2 The Hoare triples given in Section 3.2 are valid.



3.3 Extensions

In this section, we show how our Hoare logic, and hence ouifiegtion procedure,
can be adapted to deal with on one hand injective partiadlgdoor one-way func-
tions and on the other hand OW-PCA (probabilistic) functiomhe first extension is
motivated by Pointcheval’'s construction in [19] and secbgdhe Rapid Enhanced-
security Asymmetric Cryptosystem Transform (REACT) [18or obvious reasons,
we cannot recall the definitions of the security of these fions; we explain them
informally. The first observation we have to make is that Bsion 1 is too de-
manding in case we do not assume trapdoor permutationsefbiney we introduce a
new predicatendist (vX;V1;V2) whose meaning is as follows{ = Indist (vx;Vi; V)
iff X ~vpv, U< 2 (SH,(F, 1) & X o (S{x— f(u)},H,(f, f1))]. Notice that
Indist (VXx;V1;V2) is equivalent tandis(vx; V1;Vz), whenf is a bijection. Now, let ot
the output of the encryption oracle, have the faif} - - - ||an with & = fi(x) (fi can be
the identity function). Then, we can prove the following:

Proposition 3 Let GE= (IF, E(ine,0ut) : ¢, D(ing,0uly) : ¢’) be a generic encryption
n
scheme. Iftrue}c{ A Indis,(va;ay,...,an,ine)} is valid then GE is IND-CPA.
i=1

Now, we introduce a new axiom famdist (vx;V1;V,) that replaces axiom (P1) in case
the one-way functiori is not a permutation:
(PY)  {Indis(vy;V1;V2,y)} x:= f(y) {Indist (vX;V1,XV2)} if y € VIUV;

Injective partially trapdoor one-way functions: In contrast to the previous sec-
tion, we do not assumgto be a permutation. On the other hand, we demand a stronger
property than one-wayness. LEt X x 9 — Z be a function and lef 1 : Z — X be
such thatyze dom(f~1)3yc o, z= f(f~1(2),y). Heref~1is a partial function. The
function f is saidpartially one-way if for any givenz= f(x,y), it is computationally
impossible to compute a correspondingn order to deal with the fact thdtis now
partially one-way, we add the following axioms, where weuassx,y ¢ V U {z} and
where we identifyf and(x,y) — f(x||y):

(PO1){Indis(vx;V,x,y) Alndis(Vy;V,x,y) } z:= f(X|ly) {WS(x;V,2)} }.
(PO2){Indis(vx;V,x,y) AWS(Y;V,xX) AH(H,y)} z:= f(X||H(y)) {WS(x;V,2)} }.

The intuition behind (PO1) and (PO2) is tHaguarantees one-way secrecy of the
x-part ofx||y. For example, we verify Pointcheval’s transformer in [IBNppendix??.

OW-PCA: Some constructions such as REACT are based on probalniistievay
functions that are difficult to invert even when the adverseas access to a plaintext
checking oracle (PC), which on input a péin, c), answers whether encryptsm. In
order to deal with OW-PCA functions, we need to strengthemtieaning of our pred-
icates allowing the adversary to access to the additiomaahigxt checking oracle. For
instance, the definition af/S(x;V) becomesX = WS(x;V) iff Pr[(S H, (f, f 1)) &

X : APCA(S(V)) = S(x)] is negligible, for any adversax. Now, we have to revisit
Lemma 10 and the axioms that introdue&(x; V) in the postcondition. It is, however,
easy to check that they are valid.

These extensions allow us to prove the security of PKC and@E# the extended
version of this paper.



4 Plaintext awareness

Bellare and Rogaway introducemaintext awareness (PAh [6]°. The motivation
is to decompose IND-CCA security of an encryption scheme IND-CPA and PA
security. Indeed, a public-key encryption scheme thasfasi IND-CPA (in the ROM)
and the original definition of PA is IND-CCAL (in the ROM). PAasbeen refined in [4]
such that if an encryption scheme is PA and IND-CPA then INIBICCA. Intuitively,
plaintext awareness means that the decryption oracle caimhgated by glaintext
extractorthat does not have access to the inverse permut&tibnNow we introduce
a simple analysis that allows us to automatically verifyt thia encryption scheme is
PA in the strong sense [4]. Hence, combined with the resfitiseoprevious sections
we obtain an analysis that allows to verify IND-CCA security

We recall the definition of PA-security following the notats and conventions
of [4]. Let GE = (IF, E(ine,0Ut) : ¢, D(ing,0uty) : ¢’) be a generic encryption scheme.
An adversanB for plaintext awareness is given the public permutatiporacle ac-
cess to the encryption algorithd and to the ideal hash functiomb = Hq, - - , Hy.
His goal is to output a cipher-text that cannot be correctlgrgpted by the plaintext
extractor. Hence, the success of plaintext extrakt@gainstB in the distribution
X € DIsT(I,H,TF) is defined by:

Succlg (N, X) =Pr(SH, (f, f71)) & X; (hH,C,y,S) & BEOH(f);
S <~ [DY)(S.H,(f, 7)) tyeCV (yZ CAK(hH,C,y, f) = S'(outy))]

Here by(hH,C,y,S) < BE0:H(f) we mean the following. RuB on inputf with
oracle access thli, i = 1,--- ,n and‘E() (which callsf andH;), recordingB’s inter-
action with the hash functions inH and his interaction witfE() in C. l.e.,hH is a
list (hHy,--- ,hHy) of lists. Each lishH; = ((hy,v1),-- -, (hg, Vg )) records alB’s H;-
oracle queriely, - -- , hg, and the corresponding answeis: - - , V. The modified state
S is due to calls of the hash functions either®wr the encryption oracle. The li€
records the cipher-texts received in replyZequeries’. Finally,y is B's challenge to
the plaintext extractoK. Please notice th&t wins wheneveB outputs a valug € C.

Definition 3 An encryption scheme GE (T, E(ine, 0uUts) : ¢, D(ing,0uty) : ¢’) is PA-
secureif there is a polynomial-time probabilistic algorithm K guthat for every dis-
tribution X € DisT(I",H,IF) and adversary B — Succi’s (N, X) is a negligible
function inn.

The rest of the section is organized as follows. We first ohiice a semantic condi-
tion on D that implies the existence of a plaintext extractor. Thea slow how this
condition can be checked syntactically on the cod®dt’). To ease the presentation,
we useE(x;r1;...;rn) to note the ciphertext (i.e. the value of gubbtained from the
plaintextx (i.e. the value of inis given byx), using the random seeds...ry.

In the remainder of this section, we consider an encryptahreseGE that uses
the hash functionsl = Hy,--- ,H,. We assume thaf has the following forney;h =

SWhile in the original work by Bellare and Rogaway and in supst ones, plaintext awareness includes
semantic security as a necessary condition, we prefer gratepplaintext extraction and semantic security

6This list was not included in the original definition by Be#tzand Rogaway. Without it only IND-CCA1
can be proved but not IND-CCA.



Hi(t); if 7(X,h) = v then outy := melse outy :="error” fi, wherexXis a vector of vari-
ables (possibly empty) an® is a (deterministic) function (possibly the identity in
which case we do not write it) such that for agndyv, the probability that/(X,;r) =v
whenr is drawn uniformly at random in the right domain is negligibFurthermore,
we require that the hash functidty is not called inc; and that the encryption al-
gorithm ¢ makes exactly one call to the oradfg, (t*,h*), and that the value of the
variablet after running the decryption oracletis Consider, for instance, the scheme
in [5], f(r)||line® G(r)|[H(ine||r). Here,t gets assigned the value:jjr. We call the
condition?/(X,h) = v (or equivalently?’(X,H1(t)) = v) the "sanity check

It allows us to discriminate valid cipher-text from arbityabit-string. We also
assume that; does not make calls td; and that decryption behaves correctly with
respect to encryption: i is generated using the encryption algorithm, then the value
oft as computed by the decryption oracle coincides with theenaged as argumentin
the call toH; by the encryption algorithm.

Example 3 Bellare and Rogaway [5]D(ing = a*||b*||v*,outy) :
r*:=f-1a");g" ;== G(r*);m == b* & g*;t := m*[[r*;h:=H(t);
if h = v* then outy := m" else outy := "error” fi

A semantic criterion for PA Our semantic criterion for PA-security is composed of
three conditions. We begin with an informal presentatiothese conditions and how
they will enable us to construct a plaintext extractor.

1. The first condition says that there is an algorithm that chéfck given bit-string
t*, that has been submitted Ky by B, corresponds to the challenge That is, if
the tester answers "yes” (1), thehmatches with the value dfas computed by the
decryption oracle; and if it answers "no” (0), thendoes not satisfy the sanity check.

2. The second condition states that it is easy to compute that@kh fromt*.

3. The third condition states that for each valug tifere is at most one correspond-
ing ciphertexty.

Assume now that these conditions are satisfied. Then, weasstract a plaintext
extractorK as follows. Using the algorithm of the first condition, that @all the tester,
scan the lishH; to find a suitablé*. If none is found, answer "error”. Otherwise, apply
the algorithm of the second condition on the found vafue extract the plaintext. The
third condition ensures that eathvalue corresponds to at most one ciphertext which
is necessary to ensure that the extracted plaintext is theatmne. Let us now tackle
the formal treatment of these ideas.

Definition 4 We say that GE satisfies tfA-semantic criterionif there exist efficient
algorithms7 andExt that satisfy the following conditions:

1. Thetester? takes as inputhH,C,y,t*, f) and returns a value if0, 1}. We require
that for any adversary B and any distributioneXDisT(I", H, IF),

1— Pr[(S,H (f,f- 1))L X:(hH,C,y,S) < BEOH(f);

L [DW](S, A, (f, f1);t* & hHi.dom;b < T(hH,C,y,t*, f):
b 1=(H (*) =H1(S'(t)) A V(S'(X),Hi(t*)) = S'(V)) A
b=0= V(S'(X),H1(t*)) # S'(v))] is negligible.



2. For Ext, we require that for any adversary B and any distributiog ®1sT(I", A, IF),

1—Pr[(SH,(f, 1) £ X;(hH,C,y,S) L BEOH(£); 8" L [D(y)](S,H, (f, f-1)
: Ext(hH,C,y,S'(t), f) = S’(outy)] is negligible.

3. Finally, we require that for any adversary B and any disttibn X € DisT(I',H, ),

Pr{(SH, (f, 1) L X; (hH,C,y,y,S) & BEOA(f);
St [DWISH, (f,f7)):S < [DY)](S,H, (f,f1):
y#£Y ASi(t) = S(t) ASi(ouly) # "error” A S(outy) # "error”] is negligible.

Of course there are generic encryption schemes for whiclcdheitions above are
satisfied under the assumption thEthas access to an extra oracle such as a plain-
text checking oracle (PC), or a ciphertext validity-checkoracle, which on input
answers whethee is a valid ciphertext or not (CV). In this case, semantic s&gcu
of the scheme has to be established under the assumptioh ih&Ww-PCA, respec-
tively OW-CVA. Furthermore, our definition of the PA-semiantriterion makes per-
fectly sense for constructions that apply to IND-CPA schemgch as Fujisaki and
Okamoto’s converter [16]. In this caskhas to be considered as the IND-CPA encryp-
tion oracle.
Given a testefI’ and an algorithnExt as in Definition 4, we construct a plaintext

extractor as follows:

KT-B(hH,C,y, f) : LetL = {t* | t* € dom(hH;) such thatZ (hH,C,y,t*, f) = 1}

if L = 0 then return "error” els¢* <~ L; returnExt(hH,C,y,t*, f)

Theorem 1 Let GE be a generic encryption scheme that satisfies the P¥ayséc cri-
terion. Then, GE is PA-secure.

An easy syntactic check that implies the PA-semantic d¢oiteis as follows.

Definition 5 A generic encryption scheme GE satisfies Bdesyntactic criterionif
the sanity check has the fori(t, h) = v, whereD is such that h is assignedit), t is
assigned ig||r, ine is the plaintext andE(ing; r) is the ciphertext (i.e., r is the random
seed ofE). O

Itis not difficult to see that iGE satisfies the PA-syntactic criterion then it also satisfies
the PA-semantic with a test@r as follows Ext is obvious):

Look in hH; for a bit-strings such thatE(x*;r*) =y, wherey is the chal-
lenge and*||r* =s.

Here are some examples that satisfy the syntactic critri@nuse-* to denote the
values computed by the decryption oracle):

Example 4 o Bellare and Rogaway [5]:
E(ing;r) = al|bljc = f(r)||ine® G(r)||H(ine||r). The "sanity check” of the de-
cryption algorithm is Hm*||r*) = c*.
e OAEP+ [20]: E(ing;r) = f(al[b]|c), where a= ine® G(r), b= H’(in¢||r), c=

H(s) &r and s=ine® G(r)|[H'(ing||r). The "sanity check” of the decryption
algorithm has the form Hm*||r*) = b*.



e Fujisakiand Okamoto [16]E(ine;r) = E'((inel|r),H (ing||r)), where( K/, E', D)
is a public encryption scheme (that is CPA). The "sanity &fie€the decryption
algorithm is: ' (m*||r*,H (m*||r*)) = ing.

The PA-semantic criterion applies to the following constinns but not the syntactic
one:

Example 5 e Pointcheval [19]: E(ing;r;s) = f(r]|H(ingl|s))||((inel|s) & G(r)),
where f is a partially trapdoor one-way injective functiofhe "sanity check”
of the decryption oracl@(al|b) has the form {r*||H(m"||s")) = a*. The tester
looks in hG and hH fortand nf||s" such thatE(m*;r*;s") =y.

e REACT [18]: This construction applies to any trapdoor onayfunction (pos-
sibly probabilistic). It is quite similar to the construoti in [5]:
E(ing;R;r) = allbllc = f(R;r)||ine ® G(r)||H (R||ine|al|b), where a= f(R;r)
and b= ine® G(R). The "sanity check” of the decryption algorithm is
H(R*||m||a*||b*) = c. For this construction, one can provide a testErthat
uses a PCA oracle to check whether a is the encryption of R iyehce, the
PA security of the construction under the assumption of MERICA security of
f. The tester looks in hH for'fym||a*||b* such that ¢ = H(R*||m||a*||b*) and
a* = f(R*), which can be checked using the CPA-oracle.

And now some examples of constructions that do not satighPth-semantic criterion
(and hence, not the syntactic one):

Example 6 e Zheng-Seberry Scheme [25]:
E(x;r)=al|lb=f(r)||(G(r)® (x||H(x)). The third condition of the PA-semantic
criterion is not satisfied by this construction. Actuallete is an attack [22] on
the IND-CCA security of this scheme that exploits this fact.

e OAEP [6]: ‘E(ing;r) = a= f(s|r & H(s)), where s= (ing||0¥) @ G(r). Here the
third condition is not satisfied.

5 Conclusion

In this paper we proposed an automatic method to prove INB-8€&urity of generic
encryption schemes. IND-CPA is proved using a Hoare logitdaintext awareness
using a syntactic criterion. An implementation based onibekest precondition cal-
culus associated to our logic has been implemented and imyx@#ed positively on
many examples (cfhttp://www-verimag.imag.fr/ lakhnech/checkej.mFinally, it is
not difficult to adapt our Hoare logic to allow a security pragothe concrete frame-
work of provable security.
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